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We study an N-level system coupled linearly to an infinite quasifree Fermi or Bose reservoir in the vacuum 
state or in a state corresponding to an arbitrary temperature. We show that the singular reservoir limit can 
be performed in the vacuum state and at infinite temperature, thus leading to a completely positive 
Markovian reduced time evolution for the system, which, in the infinite temperature case, preserves the 
central state. On the other hand, no such limit is possible for KMS states (finite temperature) and at zero 
temperature. Some extension to norm-continuous semigroups of an infinite-dimensional B(H) is possible. 

1. INTRODUCTION 

In a previous paper, 1 hereafter referred to as I, one 
of us and Kossakowski have studied the reduced dy
namics of an N-Ievel atom coupled linearly to a set of 
N 2 quasifree Bose fields in the vacuum state, under the 
assumptions that the one-particle energy spectrum of 
the reservoir is unbounded from above and from below, 
and that the reservoir particles emitted and absorbed 
by the atom have a Gaussian energy distribution. It 
was shown in I that in the limit when the inverse width of 
the Gaussian tends .to zero, thus leading to no interfer
ence between particles emitted and/or absorbed at dif
ferent times, the reduced dynamics of the atom be
comes a completely positive dynamical semigroup. The 
most general form of such a semigroup2,3 can be ob
tained in this way by a suitable choice of the interaction 
parameters. An implicit indication that some result of 
this kind should hold can be found also in Ref. 4, Sec. 
4, where an isometric (but in general nonunitary) 
dilation of a completely positive dynamical semigroup is 
constructed on the tensor product of the (possibly 
infinite-dimensional) Hilbert space of the system times 
a boson or fermion Fock space. 

Complete positivity is believed to be a general feature 
of the dynamics of quantum open systems. 2,3,5, S As 
regards the semigroup property, it is often used as an 
approximation, but cannot be derived exactly, if rea
sonable reservoirs are considered, unless some limit
ing procedure is performed. The standard procedures 
are the weak coupling limit, which in particular allows 
one to derive dynamical semigroups describing the ap
proach of a system to thermal equilibrium with its sur
roundings, 1-9 and the limit of singular reservoirs, such 
as the one performed in I. Singular reservoirs have 
been considered also in Ref. 10, in the study of laser 
models_ The aim of this note is to investigate some 
possible generalizations of I, coupling the N-level sys
tem to a set of quasifree Fermi or Bose fields in the 
vacuum state or in a state corresponding to an arbi
trary temperature_ Some norm-continuous semigroups 
of B (H), with an infinite-dimensional H, can be studied 
in the same way. We show that in the vacuum state a 
fermion reservoir yields the same results that were 
found in I with the use of bosons (Sec. 2). For finite-
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temperature states (0":; T < 00) no generalization holds. 
On the other hand, the Singular reservoir limit can 
again be performed at infinite temperature, leading to 
a semigroup which leaves the central state invariant. 
This procedure is straightforward in the fermion case, 
while in the boson case the limit T - 00 has to be per
formed considering an interaction Hamiltonian with an 
appropriate temperature dependence, in order to com
pensate for the indefinite increase of the expected num
ber of quanta per unit energy. The case of infinite tem
perature has the advantage that the one-particle energy 
spectrum can be chosen to be positive (Sec. 3). We con
clude with a few remarks dealing with the case of a 
Fermi system whose creation and annihilation opera
tors anticommute with the Fermi fields of the reservoir 
{Seco 4L 

2. GENERAL FEATURES AND VACUUM STATE CASE 

In analogy to I, we consider an N-level system S, 
coupled to lfl. Fermi fields (the reservoir R) by a linear 
interaction 

Jl. 
V'= ~ F",® C{J0I(f'), (2.1) 

",=1 

where {F", I CI' = 1, ... , ff} is an orthonormal basis of 
self-adjoint matrices in M(N), F N2 = n/m, 

N2 

C{J",(f') = 0 [i:La~~aa(f') + /laA~aa(J')*l, 
a=1 

The free evolution of the fields is given by 

Cl'taOl(f) = a",(!_t), 

(2.2) 

(2.3) 

(2.4) 

!t = exp(- iht)!, [exp(- iht)!j(w) = exp(- iwt)!(w). 

(2.5) 

We choose the state of the reservoir to be a quasi
free gauge-invariant state, 11-13 which means that its 
correlation functions are given by 

w A (a"'nUn)*' .. a",/f1)*aa1 (g1) ... aam (gm» 

= 1imn det{wA(a"'j(Jj)*aaj (gj»}, 
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(2.6) 

A is an operator on the one-particle space, 0"'" A"'" 1. 
A = 0 gives the vacuum state, the (unique) KMS state at 
inverse temperature (3 and with chemical potential Jl is 
given by12 

(2.7) 

For {3 - 0 (infinite temperature), A converges to t. For 
i3 - co, A tends to the projection on the functions whose 
support is contained in (- 00, M 1 {this would correspond 
to the vacuum if we had chosen the one-particle energy 
spectrum to be contained in [M, ""n. 

We take as Hilbert space the tensor product between 
erN and the GNS space H w of the state W A' Working in 

A 
the interaction picture and letting 

F ",(t) == exp(- iHst)F", exp(iHst), 

cp~(t) == a_tcp",U') = cp",(ft"), 
(2.8) 

where Hs is the Hamiltonian of the free N-level system, 
we are interested in computing the limit as E - 0 of 

0t® n \ [to J~"'tm""""tl ",t dtl ..• dtmM'(tl)' .. M'(tm) 

X(A®n.)]Yt®n), (2.9) 

where x, Y E: erN, X t = exp(- iH st)x, 
N2 

M'(t) ==i [~1 F ",(t)® cp~(t), (. )] =i[V'(t), (. )], 

where, because of the gauge-invariance of W A, only 
those terms survive for which m = 2n. Expression (2 0 9) 
depends on the reservoir through its (even-point) cor
relation functions, which are13 

WA(CP~l (t1)··· CP~2n(t2n)) 

= pE sgnp ~~1 WA(CP~P(2~_1)(tp(2~-1l)CP~p(2r)(tp(2r»)' 
n 

where Pn is the set of those permutations P of 
{1· .. 2n} for which p(2r -1) < p(2r) and p(2r - 1) 

(2.10) 

< p(2r + 1), and sgnp is the parity of p with respect to 
{I .. , 2n}. 

The two-point correlation functions are 

W A (cp~ (s )cp~(t» 
N2 

=6 I Mr 12[X~A~Us', (1 - A)ft"> + A~~~Ut', Afs')] 
r=l 

=C ",/lUt', Af;) + caa(f;, (1- A)ft') , 

where we have set 

(2.11) 

(2.12) 

{C aJ is the general form of a positive matrix in M(N2
). 

Using a boson reservoir would lead to an analogous 
result, with the following modifications (see Refs. 14 
and 9): 

the determinant in (2. 6) replaced by a permanent, 

no alternating sign in (2.10), 
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(1- A) replaced by (1 + A) in (2.11), 

A is a positive, not necessarily bounded, operator, 

the gauge-invariant KMS state obtained by setting 
A = (exp({3(h - M) J- 1)-1 

(there exist also KMS states which are not gauge
invariant and we will not consider them). Note that 
for A to be positive the energy spectrum has to be 
contained in [M, + 00). 

(2.11) is the generalization of (2.10) of 1. 

Vacuum state case: The vacuum state is given by 
A= 0 and (2.11) reduces to (2.10) of I. The alternating 
sign in (2.10) does not affect the validity of Appendices 
I and II of I (see Appendix), in which it is shown that· 

(I) the series (2. 9) [(2.20) in 11 converges uniformly 
in O"",E""'EO*O; 

(II) as E - 0, the series (2. 9) converges term by term 
to 

(x t I [tofO",t n"o .. ",t
1
",t dt1 ••• dtnS(t1)··· S(tn)A }t) 

(2.13) 

[(2. 27) of I], where 

Therefore, as in I, going over to the Heisenberg 
picture, one obtains a completely positive identity
preserving semigroup, in the limit E - O. Its generator 
is given by 

N2 

L*A =i[Hs,A1+ ~ 6 c aa{[Fa,A1F", + Fa[A, F",l} 
a, B=1 

N2_1 

=i[Hs+Hl,A1+i.6 cIJ{[Fj,A]F;+Fj[A,Fi ]}, 
" J=l 

with 
N2_1 

Hl = - N"1/2 6 (Imc k N2)Fk• 
k=l 

In the Schrodinger picture, 
N2_1 

(2.14) 

(2.14') 

(2.15) 

Lp=-i[Hs +Hh P]+i.6 ciJ{[F;,pFj ] + [F/p, Fj]}. (2.16) 
" J=l 

This is the general form of the generator of a com
pletely positive dynamical semigroup of an N-level 
system. 

Some generalization to dynamical semigroups of a 
system with infinitely many levels is possible. Con
sider the generator of a norm-continuous completely 
positive identity-preserving semigroup of B(H)3 

where H,Aj E:B(H) and i:1 .. 1AtAi converges ultraweak
ly. 15 It can be transformed to a form similar to (2.14) 
by defining: 
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B+; = (1/f2)(At + AI), B_1 = (i/f2)(At - AI), 

Fa = B J II B a II , (0: = ± i, i ~ 1), 

in terms of which L * can be written as 

L*A=i[H,A]+~ 0 cas{[Fs, A1Fa + Fs[A, Fa]} 
a,B 

with 

1" • (0""8-.",,a) /211 B I111 B II CaS=2ulallSll '" 8' 

(2.18) 

(2. 17') 

(2.19) 

In this case, the interaction V' can be written as 

11'=0 F",0C{!",(f') = );A;0al(f')*+At0a;(f') 
a_O ~ 

with 

C{!+;(f) = (1/12) II B+; II (a;(f)* + a; (f», 

C{!_;(f) = (i/f2) IIB_; II (a;(f)* - ai(f». 

(2.20) 

(2.21) 

Under the additional condition L",s 1 c as 1 < cO, which 
implies that the series in (2.17) are norm convergent, 
the arguments of the Appendix and of Appendices I and 
II of I extend to this case, thus leading again to a com
pletely positive dynamical semigroup in the limit E - 0 
(note that no "orthonormality" of the F ""s is needed in 
the course of the proof). 

3. KMS STATES AND INFINITE TEMPERATURE LIMIT 

In the sequel, for the sake of simplifying the notation, 
we shall absorbe Jl into h. 

Substituting (2.7) for A in (2.11) and setting g'(w) 
= If'(w) 1

2, we get 

w A (C{!~ (s )C{!~(t» 

= r:~ dw exp[ - iw(s - t)]{g'(w)c as + g'(- w)c~a} 
x [exp({:lw) +1]-1. (3.1) 

For {:l"* 0 as well as in the limit (:l- cO the expression 
(3.1) cannot be made to tend to a 0 function as E - 0, 
since the limit of its Fourier transform is not a con
stant, no matter how one chooses f' (see, e. g., Ref. 
16). In other wordS, the correlation functions of the 
reservoir have a finite decay time even in the limit of 
"white noise". 

In the infinite temperature limit ({:l- 0), A tends to 
i, and we are left with the expression 

i{csa(f;,ft') +cas(ft',fs')} 

= Rec OI.sRe(fs',ft') - Imc OI.S Im(fs' ,ft'). (3.2) 

If f' is chosen according to (2.4), this is the same 
result as the one found in the vacuum state case, 
apart from the replacement of {cOl.J by {RecOI.J, a real 
and symmetric matrix. Note that, if we choose from the 
outset {cOl.J to be real and symmetric, we can take, in 
place of fe, a function with a positive energy spectrum, 
e. g., 

(3.3) 

Indeed, Re(fs'(+),fte(+» = (fs"ft'l, whereas Im(fse(+),f/(+», 
which, as E - 0, behaves like (s - tr1, disappears from 
(3.2) because of the special choice of {c OI.J. 
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For bosons, the two-point correlation function is 
given by 

r:~ dw exp[ - iw(s - t)]{g'(w)c as - g'(- w)cSOl.} 

x (exp({:lw) - 1)-\ (3.4) 

where g'(w) has to vanish for w ..,; 0, in order for the 
operator A = (exp({:lh) - 1,-1 to be positive. An analogous 
argument as for fermions applies here to exclude that 
(3.4) tends to a 0 function as E - 0, for {:l"* 0 as well as 
for (:l-cO. 

The limit of infinite temperature can be performed 
also in this case, with the one-particle energy spectrum 
chosen as [0, + 00). However, one must compensate for 
the divergence of A = (exp({:lh) - 1)-1 as (:l- 0 by giving 
the interaction Hamiltonian an appropriate temperature 
dependence which ensures that the integrand in (3.4) re
mains finite in the limit. This can be achieved by re
placing f' with the following temperature-dependent 
function which tends to zero pointwise as f3 - 0: 

f" S(w) = (21Tr1/ 28(w )({:lw )1/2 exp[ - E2W2/8]. (3. 5) 

Then 

(3.5') 

and upon insertion of (3.5') into (3.4), supposing {cOl.J 
real and symmetric, the Fourier transform of the cor
relation function becomes 

c0l.8(21Trl exp[- E
2
W

2/4][f3w/(exp(f3w) -1)] 

x(8(w) + 8(- w», (3.6) 

which tends to the Fourier transform of COl.So(s - t) as 
E - 0, {:l- o. If we choose {:l = 1TE2, then Ilf" sll = 1 for all 
E "* O. The general form of a generator with a real 
and symmetric matrix {c;i} and no shift to the 
Hamiltonian is found agam. 

The singular reservoir limit at infinite temperature 
is less unphysical than the limit in the vacuum state, 
because the one-particle energy spectrum is the posi
tive half-line. However, while in the vacuum state any 
completely positive dynamical semigroup can be ob
tained (for N-level systems), at infinite temperature 
only those semigroups are found, whose generator can 
be expressed by means of a real symmetric {c "'s}, Such 
generators satisfy Ln = 0, which means (when H is 
finite-dimensional) that they leave the central state in
variant. This is not surprising, as the central state is 
the one in thermal equilibrium with the reservoir at 
infinite temperature. However, if dimH > 2, the semi
group obtained in this way is not the most general one, 
among those leaving the central state invariant. 

Comparing this result with Sec. 3 of I, one sees that 
the coupling of an N-level system to a reservoir at 
infinite temperature is equivalent to the addition of a 
stochastic term to the Hamiltonian. 

4. A REMARK ON FERMI SYSTEMS 

If S represents a system of Fermi particles and R is 
itself a fermion reservoir, we should require that the 
creation and annihilation operators At of S anticommute 
with the fields of R. 
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With the hypothesis that the free evolution of S 
preserves the total fermion number, this can be 
realized as follows. 

LetA· (respectively, AO) be the vector span of the 
even (respectively, odd) polynomials in the creation 
and annihilation operators A~ of S. Perform the 
following identifications: 

A ~A@ nR; CPt - (_l)NS@CPI; (4,1) 

where N s is the total fermion number operator of S, 

We write the coupling V' as 

or, equivalently, as 

where 

F;. =F;.* EA·, I1=Fj,*EAo, 

cP~= (- l)NS@ cP; (')1= a, 13), 

G"c, = G"r,* = F~(- l)NS EA·, 

G~= Gg* =iFj,(_1)NS EAo. 

(4.2) 

(4.3) 

(4.4) 

Clearly, the singular reservoir limit leads again to a 
completely positive dynamical semigroup, whose gen
erator is expressed in terms of the orthonormal basis 
{G"c,}U {Gn. 

In the special case when the generator splits into an 
"even" and an "odd" part 

L*A =i[Hs,A] + i 0 c~J{[G~,A]G"c,+ G~[A, G';,]} 
"'.8 

(4.5) 

and if one restricts consideration to the time evolution 
of even observables, then L* can be written in the usual 
form (2. 14), with the same operators F~ and I1 which 
appear in (4.2). Hence in this case no new feature is 
introduced by the assumption of anticommutativity be
tween the odd operators of the system and the Fermi 
fields of the reservoir. 

We can also construct a coupled time evolution which 
preserves the total relative fermion number of the com
pound system by suitably coupling the even gauge-in
variant operators of S to Bose fields cP B (to be identified 
with n s (9 cP B) and the odd, linear in the Af 's, operators 
of S to Fermi fields CPF [to be identified with (_l)NS 
@ CPF]' Again, for what concerns the time evolution of 
the even observables, nothing is changed with respect 
to the models of the previous sections. 
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APPENDIX 

We want to show that the replacement of the formula 
valid for Bose fields 
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W(CP~1(t1)'" CP~2n(t2n» 

= ppp r~l w(CP:'p(2r_0(tp(2r-0)CP:'p(2r)(tp(2r») (AI) 
. n 

by the formula valid for Fermi fields 

w(CP:'1 (tt) ... CP:'2n(t2n» 
= PPP

n 
sgnp r~1 W (cp~p (2r-0 (tp (2r-0)CP:'p (2r) (tp (2.') (A2) 

does not affect the validity of the proofs in Appendices 
I and II of 1. 

The uniform convergence of the Dyson series: 
Consider 

(n I [M'(t1)· , . ,V1'(t2n)(A(91)]n) 

= (_1)n 0 (_1)2n-k(n I [V'(ti ) ... V'(tj ) 
(i,k,2n] 1 k 

X (A@ ll)V'(t j 1)'" V'(t j2 )]n), k+ n 
(A3) 

where the summation is extended over all 22n partitions 
[i, k, 2n] = (il'" ik)(ik+1'" i2n) of {t··, 2n}, where 
il < ... < ik and ik >1 > ' , , > i2n• The norm of a summand 
of (A3) is majorized by 

o IIA II pn I w (CP:'l (til) ••. CP:'k (tik )CP:'k+l (tik) , , • 
"1''''''2" 

where F= sup" II F "II, independently of which of the de
compositions (AI), (A2) is used. Then the arguments 
of Appendix I of I apply, provided L;o<s I c 0<8 I = C2 < 00, 
which is trivial for N-level systems, and is to be as
sumed otherwise. 

The reduced dynamics in the limit E ~ 0: We have to 
show that the contributions from permutations with the 
minus sign in (AI) vanish in the limit E - 0, Expand 

w(CP:'1 (til) ••• CP~k (tlk)<P~k+l (t lk ) ••• CP~2n (t I2n» 

as a summation over all possible manners of pairing the 
field operators. A contribution with the minus sign can 
only come from a permutation containing "overlapping 
pairings, " of the form 

(A4) 

with m < n < P < q. According to whether none, one, two, 
three, or all of the numbers m,n,p,q, are larger than 
k, one has, respectively, one of the following 
inequalities: 

t· ~ tj ~ t. . t· ~ tj ~ tj ~ tl • 
'n p lq' 'm n p q 

In the limit E - 0, we have a product 15(tl - tl )15(tl - tj ). 
m p n Q 

In any of the listed cases, all the four t's have to be 
equal. Hence the integral over dt1 0 •• dt2n vanishes. We 
are left only with permutations not containing such over
lapping pairings, which have a plus sign, like in the 
boson case, and the proof in the Appendix II of I is still 
valid. 
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In this paper, two general properties of the conserved discrete states CIR systems have been found: (I) the 
equal spacing of and a general expression for the characteristic roots of their transition-rates-matrices; (2) a 
general formulation for their conditional probabilities. The discussion is also extended to the disappearing 
discrete-states CIR systems which include the infinite level harmonic oscillators as a special case. 

I. INTRODUCTION 

A canonical invariantly relaxing (eIR) system is de
fined as a system which, when it relaxes from one 
(thermal) canonical equilibrium to another, will pre
serve the canonical distribution, i. e. , will be describ
able all the time by a distribution of the same form as 
that for canonical equilibrium but with a time-dependent 
temperature. Thus if a W + 1)-discrete-states eIR sys
tem, i. e., a eIR system with N + 1 discrete allowable 
energy states-O =EO < EI < ••• < EN, where N may be a 
finite or enumerable integer-is allowed to relax from 
one canonical equilibrium of temperature Toto a final 
one of temperature T "', its distribution at any time t can 
then be expressed as 

P e (t)=Lllexp[-tt~(~~ l' i=0,1, ... ,N, (1.1) 
I I=ogj exp - Ej 

where gl is the degeneracy of the ith energy state, (3(t) 
= 1/kT(t) with k standing for the Boltzmann constant, 
and T(t) the time-dependent temperature such that T(O) 
=To and T(oO)=T",. The nonequilibrium states of a eIR 
system, when it relaxes from one canonical equilibrium 
to another, therefore can be described exactly by time
dependent thermodynamic functions, which are the same 
as the usual equilibrium thermodynamic functions with 
only an additional property of being time-dependent. 1 

Examples of eIR systems, in addition to the trivial 
two- states systems, are: the vibrational relaxation of a 
set of harmonic oscillators, classical as well as quantal, 
subjected to Landau-Teller transition probabilities and 
in contact with a heat bath; the transitional relaxation of 
a classical hard-sphere Rayleigh gas; the transitional 
relaxation of a classical hard-sphere Lorentz gas obey
ing the Maxwellian force law2; the vibrational relaxation 
of two coupled systems of harmonic oScillators3; the 
stochastic model of Hill and Plesner, which can satis
factorily describe the relaxation problems of quantal 
hard-sphere Rayleigh gas, ideal gas, two-component 
and three-component lattice gasses. 4 ehandheri and 
Scheigger have also confirmed the validity of canonical 
invariance in hydrodynamic phenomena under condi
tions analogous to those obtained by Shuler and co
workers in Ref. 2.5 

A long standing problem in the development of exact 
time-dependent thermodynamics is that there still does 
not exist a general set of functions which can be used to 
satisfactorily describe the properties of nonequilibrium 
physical systems. Thus, further investigation into the 
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properties of eIR systems is of interest in the sense 
that it may give some new inSight into the development 
of nonequilibrium thermodynamics and the generaliza
tion of the time-dependent thermodynamic functions. 
For example, if one can somehow compare the relaxa
tion phenomena of a eIR system when it relaxes from 
an unknown initial nonequilibrium state to that when it 
relaxes from an initial canonical state, both with the 
same initial average energy and to the same final ca
nonical state, one may possibly obtain some informa
tion about that initial nonequilibrium state. Research 
work has been carried out based on this thinking; par
ticular attention was paid to the discrete-states eIR 
systems since it is well known that the relaxation be
havior of a system in a time process is predominantly 
determined by the characteristic roots of the transition 
rates matrix (TRM) formed ,by its transition rates, 6 

and that it has been shown by Shuler and co-workers 
that the transition rates of the discrete- states eIR 
systems are of some specific form [Eq. (2.1)]. 

In this paper, two general properties of the conserved 
(N + l}-discrete-states eIR systems will be presented: 

(1) The characteristic roots of their TRM's, as found 
in Sec. II, are equally spaced, and can be expressed in 
the general form: AI=-A 1o (1+ lald)i, i=0,1, ... ,N 
[Eq. (2.23)]. 

(2) A general expression for the conditional probabil
ities Pjj(O, t), i,j = 0, 1, ... ,N, is formulated in Sec. III 
as the coefficients of a generating function [Eq. (3.9)]. 
A final section (Sec. IV) is devoted to the discussion of 
"disappearing" discrete-states eIR systems, which in
cludes the infinite-level harmonic oscillators as a 
special case. 

II. THE CHARACTERISTIC ROOTS 

As shown by Shuler and co-workers, the transition 
rates of a W + 1)-discrete-states eIR system have in 
the form 2 

i,j=0,1, ... ,N, 

(2.1) 

where Ajj denotes the transition rate of the system from 
the ith to the jth state, 

A(") {1, i=j, 
1, J = ° otherwise , , 
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i. e., a delta function and 

a = ~ -,[j, b =,[j, d = exp[ - !3(oO)el]' 
gl go go 

(2.2) 

It should be noticed that Eq. (2.1) is a necessary and 
sufficient condition for a discrete- states system to be 
elR, which thus requires its transition rates be of 
nearest-neighbor type, energy levels be equally spaced, 
and degeneracy ratio be in the form of g"./gk 
=a(k+f)/k +1 withf;=b/a. 

An (JV + l)-discrete-states eIR system will be called 
conserved if it cannot disappear, which requires 

where the representations a/ =A/.t+l and b/ =Ai,i-l have 
been used; it should be noticed that Atd = - (ai + btl. 

Finding the characteristic roots of a matrix generally 
is not an easy task, espeCially when exact and explicit 
expressions are sought which at the same time can be 
generalized to matrices of the same form but of arbi
trary orders. In trying to find the characteristic roots 
of the eIR matrix (2.6) of any order N, the major diffi
culties with the conventional determinant expansions 
method obviously lip in obtaining the characteristic 
polynomial, and most of all, in finding the roots of this 
polynomial. The alternative mathematical induction 
approach does not readily give a straight proof of the 
final result either, although one can easily obtain for 
the simple cases of N = 1 and N = 2 the characteristic 
roots as A/ = - A 10 (1 + I a I d)i with i = 0, 1 for N = 1 and 
i = 0,1,2 for N = 2, and anticipate a general solution in 
the form of Ai == -AIO(I+ la Id)i with i =0,1, .. , ,N. 

A successful method of solution employing finite dif
ference technique was discovered after noticing some 
properties of the erR matrix which were observed by 
Reuter and Ledermann on the analogous birth-death 
matrix. 7 Defining the nth modified section of A (N) as the 
matrix A<';:) obtained by deleting the rows and columns of 
A (N) larger than the (n + l)th, one can then obtain the 
following properties of the eIR matrices; 

(a) Denote the characteristic polynomial of A <';:J by 
I/Jn(A) (notice that I/JN(A) is the characteristic polynomial 
of A(NJ). Then the I/Jn(A)'s satisfy the following recur
rence relation [cf. Ref. 7, Eq. (1. 55)]; 
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and therefore 

b/a==-N. 

Equation (2.4) then implies that 

a<O 

since 0 < b. 

(2.3) 

(2.4) 

(2.5) 

For a conserved discrete-states eIR system, the 
transition rates (2.1) can then be expressed in a tri
diagonal matrix A (N): 

(2.6) 

{l/Jn(A) - (A + an_! + bn)l/Jn-1 (A) +an_lbn_1I/Jn_2(A) = 0 

with l/J_t(A) =0, I/JO(A)=A. 

(2.7) 

(b) The characteristic roots of I/JN(A) are all distinct; 
one of them is zero and the others are negative (cf. Ref. 
7. Theorem 2). Denote them as 

AN < AN_t < ", < At < AO == 0; 

one can then write 

N 

I/JN(A) = !AI- A(N)! = n (A- AT)' 
roO 

(2.8) 

(2.9) 

Thus the major task in finding the desired characteristic 
roots is to solve the set of finite difference equations 
(2.7), and thereupon obtain the roots of I/JN(A). 

The technique of finding characteristic roots of a 
matrix via solving a set of finite difference equations, 
though not new, is seldom used. In the following it can 
be seen that this technique yields results in a rather 
fancy way, and thus should deserve more attention in 
the future. Some previous interesting work employing 
this technique has been done by Elliot, who worked on 
second-order finite-difference equations with constant 
coefficients. 8 The set of finite difference equations 
dealt with here are also of second order but have vari
able coefficients, which renders them more 
complicated. 

On substituting the transition rates (2.1) into the re
currence relation (2. 7) and letting n - n + 1, one obtains 
for a (JV + 1)-discrete-states eIR system the following 
set of finite difference equations: 
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I/!n+2(A) - [A + A 10 (1 + ad)(n + 1) +A 10(1 + bd) ] I/!n+ I (A) 

+ (Al0)2 d[an + (a + b)](n + 1)l/!n(A) = 0, n = 0,1, ... ,N. 

(2.10) 

With the transform 

(2.11) 

where r(n) denotes a gamma function, Eq. (2.10) then, 
after being divided by (n + l)r(n + 1), appears in the form 
of the Laplace difference equation: 

(n + 2)¢n+2(A) - [A lo (1 + ad)(n + 1) +A 10 (1 + bd) + A]¢n+I(A) 

+(A10)2d[an+(a+b)]¢n(A)=0, (2.12) 

for which techniques of a solution have been well 
established. 9 

Let 

¢n(A) = f zn-1F(z ,A)dz 
c 

and thus 

(2.13) 

(2.14) 

where z is a complex variable, F'(z, A) = (d/ dz )F(z, A) 
and c is an integration path which will be specified in the 
following. 

Equation (2.12) then becomes, on making use of the 
above transform and rearranging, 

[(zz-Al0(1 +ad)z + (Alo)Zad)z nF(z,A)L 

- f {[z 2 - A 10 (1 + ad)z + (Al0)2 ad]zF'(z, A) 
c 

+ ([A to (1 + bd) + A]z - (Al0)2(a + b)d)F(z, A)} zn-t dz = O. 

(2.15) 

The conditions applied to Eq. (2.15) are: 

(a) The function F(z, A) is chosen so that the integrand 
of its second term becomes zero. 

(b) The integration path c is chosen so that its first 
term becomes zero. 

Condition (a) requires that 

F'(z, A) 
F(z, A) 

(Al0(1 + bd) + A)Z - (Al0)2(a + b)d 
z(z2-A 10 (1 +ad)z + (Ato)2ad) 

- 1 +- - - 1 + ---( b) 1 ( A) 1 
- a z A to(1- ad) z -A l0 

(
b A) 1 - a - A l0 (1- ad) z -Atoad 

which therefore implies that 

F(z, A) =z-"'o(z - /J.t)Yt(z - /J.2)YZ, 

where 

and 
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-CI'o=l+b/a=l- N, 

Yt=-l-A/A to (l- ad), 

Y2 =N + A/A to(l- ad), 
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(2.16) 

(2.17) 

(2.18) 

(2.19) 

(2.20) 

It should, be noticed that Jll and Jl2 are the roots of the 
auxiliary equation 

z2-Ato (l+ad)z + (Al0)Zad=0 

and that JlI '* Jl2' 

On substituting Eq. (2.16) into Eq. (2.13) and assign
ing two integration paths satisfying condition (b), one can 
obtain two particular solutions for ¢n(A); a linear combi
nation of these two solutions with appropriate coefficients 
will then give a general solution of ¢n(A). For the case 
n=Nofinterest, one has (cf. Ref. 9, Sec. 15.1) 

C NZ (A) [ (z )Yt )YZ 
+ 2 . !c. - /J.I (z - /J.z dz 

1ft c
2 

(2.21) 

where i = y':'l, and the integration path Cl is a closed 
loop from the origin and round /J.t in a positive sense 
(counterclockwise), with /J.l as an inner point but not 
enclosing /J.2; a comparable description holds for c2' 

Without explicitly evaluating the integrations and the 
coefficients CN1 (A) and CNZ(A) of Eq. (2.21), one can 
discuss the roots of ¢N(A), and thus of I/!N(;\) as follows. 

Suppose that both Yl and Y2 are nonintegers. With the 
transforms t = JllZ for the first integral and t = Jl2Z for 
the second one, and on denoting k'l =/J.t!/J.z and k2 =JlJ 
11j, Eq. (2.21) can easily be rewritten as (cf. Ref. 9, 
Sec. 15.52) 

.i (,)_CN1 (A) Yt+t Y2(1_ (2 ,»r(Yl+ 1) 
~N ,,- 21fi I1t 112 exp 1fYl1 r(Yt + 2) 

( ) C N2(A) Y2+ t Yl 
XHl,-Y2;Yt+ 2,kt + 2' 112 I1t 1ft 

( ( '» r(Y2 + 1) ( ) x 1- exp 21fY21 r(Y2 + 2) H 1, - Yt; Y2 + 2,k2 

where H( ) denotes a hypergeometric function. 

(2.22) 

Since I1t'* 112, either I ktl or I k21 will be greater than 1, 
and thus either H(1, - Y 2; Yt + 2, k t) or H(l, - Yl; Y2 + 2, k2) 

will become a divergent hypergeometric series in A; 
the assumption of Yl and Y2 both being nonintegers there
fore gives a ¢ N(A) which contradicts the fact that it is 
a polynomial of degree N + 1 in A. 

It should be noticed that the validity of Eq. (2.22) re
quires 0 <R(YI + 1) and ° <R(Y2 + 1); these can easily be 
seen to be satisfied on noticing that the values of A im
portant for locating the roots of ¢N(A) are - NA to (1 - ad) 
~ A ~ 0; the upper bound has been verified as stated in 
Eq. (2.8), and the lower bound can be justified by the 
final result. [R( ) indicates the real part of the quantity 
enclosed. ] 

From the above one comes to the conclusion that the 
characteristic roots of I/!N(A) can only possibly occur 
when either Yl or Y2 is an integer, which further im
plies, as from Eqs. (2.18), (2.19), that only when Yl, 
Y2 and A/ A 10 (1- ad) all are integers. Since by Cauchy's 
integral theorem, to the vanishing of the integrals in 
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o 

FIG. 1. Integral values of AI A 10(1 - ad) which make both 'Y 1 

and 'Y2 positive. 

Eq. (2.21) requires both Yt and Y2 to be positive, one 
thus finally can locate N roots of I/!N(X) at integral val
ues of X/A 10(1- ad) which makes both Y1 and Y2 positive 
(cf. Fig. 1), i. e., at 

Xj =-A10 (1-ad)i, i=1,2, ..• ,N, 

which, together with the fact that X = 0 must be a root 
[cf. Eq. (2.8)], finally gives a general expression of the 
characteristic roots of the TRM of a conserved (N + 1)
discrete-states CIR system: 

(2.23) 

III. THE CONDITIONAL PROBABILITIES 

It is well known that, under the weak interaction of an 
external system, the instantaneous probability distribu
tion [p(t)] (square-bracket notation is used to designate 
a row vector; unless otherwise stated, [p(t)] will be of 
dimension N + 1) of a conserved (N + 1)-discrete-states 
CIR system will be determined by the master equations 

:t [p(t)]=[p(t)]A(Nl, (3.1) 

where A(Nl is given by Eq. (2.6). 

Equation (3.1) can be equivalently expressed by the 
following set of differential-difference equations: 

:t P J(t) =A 10[a(j - 1) + b] dPj _1 (t) 

- A 10U + (aj + b)d]P j(t) +A10(j + 1)Pj+1 (t), 

(3.2) 

where it is to be noticed that for a conserved system, 
Pj(t) =0 for j < 0 and N <j, and it will be assumed that 
the process starts at t = O. 

A solution of the distribution problem can be achieved 
by using generating function technique as follows. 

With the generating function 

N 

G(z, t) = 6 Pj(t)zi (3.3) 
j=O 

the above set of difference equations can be combined 
into a partial differential equation 

1 a a 
A

10 
at G(z, t) - d(az - d-l )(z - 1) oz G(z, t) 

= bd(z - 1)G(z, t) - d(aN + b)(z - 1)PN(t)ZN 
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which finally gives, on notiCing that aN + b = 0 [Eq. 
(2.3)], 

1 a a 
A

l0 
atG(z,t)-d(az-d-1)(z- 1)a;-G(z,t) 

= bd(z - 1)G(z, t), (3.4) 

whose solution can be obtained via solving its auxiliary 
equation11 : 

dt dz dG(z, t) 1 
1/ A 10 = - d(az - d- I )(z - 1) = bd(z - 1) x G(z , t) . 

(3.5) 

The first equation of the simultaneous equation (3.5) 
gives a solution 

while the second one gives 

C2 =G(z,t)(az- d- l )b/a, 

(3.6a) 

(3.6b) 

where C t and C2 are constants. Thus the general solu
tion of Eq. (3.5) can be expressed as 

C2 =f(C l ), 

i. e. , 

G(z, t) = (az _ d- l )"b/a 

xf«z - 1)(az - d-l)"l exp[-A10(1- ad)t]), (3.7) 

where the form of the function f( ) will be determined by 
initial conditions. 

Following the procedures employed by Montroll and 
Shuler in treating the special case of infinite level har
monic oscillators with a = b == 1,12 one can easily obtain, 
on noticing G(1, t) == 1, that under the initial condition 

P (0)_{1, ifj=i, (3.8) 
i - 0, otherwise, 

the solution (3.7) can be explicitly determined as 

G(z, t) !F.(Ol=1 ==(a~-=-~~\r/a C~ y (1(~ ~z~t}:7a , 
• 

(3.9) 

where 

y = exp[ - A 10 (1 - ad)t], 

a(y - 1) y - ad 
v == ay _ d-I, W = Y _ 1 . 

The conditional probability PjJ(O, t) (the probability of 
a system at state j at time t under the condition that it 
is at state i at time t = 0) can then be identified as the 
coefficient of zi of Eq. (3.9) when expanded into a poly
nomial of z. The probability distribution can finally be 
obtained via the relation 

N 

Pj(t) = 6 Pj(O)Pji(O, t). 
j =0 

IV. THE DISAPPEARING CASES 

The discussions and results in Secs. II and III hold for 
conserved discrete-states CIR systems which have 

A N,N+1 =aN + b = 0, 

and thus 

a<O. 
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However, there also exist discrete-states eIR systems 
which do not obey Eq. (2.3). Examples of these are the 
quantal harmonic oscillators with infinite number of al
lowable states and with a = b = 1,12 and the decomposi
tions of molecules at their highest allowable states. 
These systems can well be called "disappearing" or 
"escaping" systems so as to account for the reasonable 
explanation that they have a probability of "disappearing" 
or "escaping" at their highest allowable states; thus the 
infinite level harmonic oscillators can be said to have a 
probability of escaping to infinity, while the decompo
sition of molecules at their highest allowable states can 
be accounted for as due to a probability of disappearing 
(the cases of systems with Ao. -1"* ° will not be discussed 
here). While the "conserved" discrete-states eIR sys
tems have their instantaneous probability distribution 
determined by Eq. (3.2), the "disappearing" discrete
states eIR systems follow a somewhat different set of 
differential-difference equations: 

:t Pj(l)=Ajo[a(j-1)+b]dPj_l(t) 

- A 10U + (a} + b) d]P j(t) + A 10(j + 1)Pj+1 (t), 

}=O,1, ... ,N-1, 
d 
dtPN(t) =A 10[a(N - 1) + b] dPN_1 (t) 

- A 10[N + (aN + b)d ]PN(t). (4.1) 

The applying of the generating function (3.3) will then 
combine the above set of equations into a partial differ
ential equation which is quite different from Eq. (3. 4): 

_1_ ~G(z, t) - d(az - d-1)(z - l)~G(z, t) 
A 10 at az 

= bd(z - 1)G(z, t) - (aN + b) dz N+1P N(t). (4.2) 

Since the requirement of I z I < 1 for the validity of the 
generating function (3.3) implies 

lim (aN + b)ZN+ldPN(t) =0 (4.3) 
N-~ 

one sees that when N is large enough, Eq. (4.2) becomes 
practically the same as Eq. (3.4), and thus can conclude 
that the "disappearing" discrete- states eIR systems be
have as if they are conserved; however, a similar con
clusion generally cannot be ensured when N is small. 
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The finite (N + 1)-discrete-states eIR systems with 
escaping probability at their highest allowable states 
and with a = b = 1 can be called "finite level harmonic 
oscillators," since when N increases to infinity, their 
partial differential equation (3.3) will become the same 
as that for the well-known infinite level harmonic 
oscillators discussed by Montroll and Shuler. 12 This 
idea of finite level with escaping probability seems to be 
of interest in the sense that it may replace the somewhat 
vague idea of infinite levels, and will be further explored 
in the future. 
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Two new proofs are given of the Dyson and Lenard lower bound for the energy of matter with boson 
electrons. Another result is a new inequality for the two-point correlation function. 

1. INTRODUCTION AND RESULTS 

We consider a system of like positively charged 
particles described by a field 1> and like negatively 
charged particles described by a field 1/1. The charge is 
denoted by E, any masses that appear satisfy either m 
= <Xl or 2m = 1, and the total number of particles is 2N. 
p'(x, y) is defined by 

p'(x, y) = (¢1>(x) (f!1>(y» (L 0 

=(:¢1>(x)(f!1>(y):) +o(x-y)(¢(x) 1> (x» (1,2) 

and thus is simply related to the usual two-point corre
lation function, the first term in (1.2). We note the 
follOwing two theorems. 

Theorem 1: If both sets of particles are bosons and 
not both masses are 00, then there is a constant c such 
that the ground state energy, EN' satisfies 

(1. 3) 

Theorem 2: There is a constant c such that if fer) is 
a right-continuous monotonically decreasing nonnegative 
function and 

r '-D . Ix-vl<"P - , (1. 4) 

then 

r p:t(lx-vl)"" c(D/C\l3) [C\l3f(C\I)+ J®f(r)r2 drj 
'Ix-yl~a ~ a- • 

(1. 5) 

Theorem 1 is a slightly strengthened form of a 
theorem of Dyson and Lenard. 1 (The original theorem 
requires both masses to be finite. 2 It is believed that 
the best exponent is 7/5 rather than 5/3. 6 Curiously 
both proofs we present of Theorem 1, very different, 
when pursued, are limited by a configuration of linear 
size _1/N1

/
3 and average spacing -1/N2

/
3

• 

Theorem 2 follows from the Packing inequality, Fact 
2 of Ref. 4, by an easy argument. It is used in our 
second proof of Theorem 1. The proof of Theorem 2 is 
given in Sec. 4. 

The body of the paper presents two proofs of Theorem 
1 (one proof yields the original theorem) in Sec. 2 and 
Sec. 3. We feel the techniques of this paper are inter
esting and aesthetic in their own right-but our motiva
tion is to use these techniques to generalize these 
theorems to a form where they will be useful in devel
oping cluster expansions. Along this line, work is in 
progress to extend the results of Refs. 7 and 8. 
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2. FIRST PROOF OF THEOREM 1 

Our first proof requires that both masses be finite: 

H= -L ~i +~ L (±)E2/1 Xi - Xjl. (2.0 
i:f-j 

We use the electrostatic inequality, an easy inequality 
from Ref. 1, to obtain 

where R i is the distance between the ith particle and its 
nearest neighbor. (For interest we repeat the remark 
from Ref. 1 that, to improve on the 5/3 power in 
Theorem 1, one would have to improve on this 
estimate. ) 

To prove Theorem 2 from (2.2) we note it is suffi
cient to show 

(2.3) 

where (2.3) describes the motion of one particle in the 
"field" of N fixed particles. R is the minimum distance 
to one of the fixed particles. [For notational reasons 
the (2N -0 fixed particles each particle in (2.2) sees 
has been changed to N. j This inequality is implied by 

II (_ ~ +c~~13)'12 ~ (_ ~ +:IN2/1)1/2 II "" 1. (2.4) 

We note that 

c/R"" c 1N
2

/
3/2 + (c/R)X, (2.5) 

where X is the characteristic function of the set where 

(2.6) 

It is enough now to show 

(2.7) 

The subscript indicates the Hilbert-Schmidt norm. We 
use the Sobolev inequality9 

II d 3x J d 3y g(x)f(y)/ 1 x _ y 121 

"" c 2 11f 113/21IgI13/2 
to convert (2. 7) to 

11(c/R) XII3/2 "" c3 • 

It is easy to see 

"" [(C3/C~/2)c4J2/3. 

(2.8) 

(2,9) 

so if c 1 is large enough, (2. 3) holds and the collapse 
inequality of Ref. 1 has been proven. 
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3. SECOND PROOF OF THEOREM 1 

In this proof, more technical in nature, we lean heavi
lyon the methods of Ref. 4. We make the inessential 
simplification of considering a system of N positive and 
N negative particles, the positive particles in fixed 
classical positions. We also place the system in a unit 
box (with Neumann or periodic boundary conditions). We 
need show there is a c with 

0"" cN 5/3 +H. (3.1) 

We define 

(3,2) 

and deduce from the Packing inequality4 that there is a 
C 2 such that for any c 1 < 1 it is possible to find an n 
satisfying 

(3.3) 

This is achieved by starting with n = N 2
/3 and increasing 

n until (3.3) holds. A and n are now defined as values 
for which (3.3) holds. 

With the notation of Ref. 4 we see 

(3.4) 

and 

(3.5) 

Considering H 5 , it is enough to show, to complete the 
proof, that 

(-t.- V+c 3n)? 0, 

where 

(3.6) 

(3.7) 

Analagous to (2.4) we find, using an Ho S. norm, that 
(3.6) is implied by 

(1/n I/4 )IIVI!2""c4 (3.8) 

or 

(l/nll 4) UP '(l/n) exp( - nr) Y I 2 "" cs' (3.9) 

Using Theorem 2, with fer) = exp(- nr), (3.9) is implied 
by 

(3.10) 

or 

(3.11) 

(3.11) holds if C 1 is small enough. The choices of con
stants c i can be made independent of N and the positive 
particles' configuration. 
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The devoted reader may observe that if it were de
sired to prove Theorem 1 for any power larger than 5/3 
(instead of exactly 5/3) this second proof could be much 
Simplified, but our intended applications and generaliza
tions require the 5/3 power. 

4. PROOF OF THEOREM 2 

We start from Fact 2 of Ref. 4 in the form: 

Fact 2: There is a constant C 2 > ° such that if 0,,; R' 

'" R then 

r '? c2(R'/R)3 r p'. . Ix-vl<W P . Ix-vl<R 
(4.1) 

Let fer) be a right-continuous montonically decreasing 
nonnegative function. Define S,(r) by 

r <A, 
S).(r) = 

{

I, 
(4.2) 

0, 

For r? 0', fer) may be expressed in the form 

fer) = I ~ da(A) S,(r) (4.3) 
'" 

with alA) a positive measure. It is sufficient to prove 
(1. 5) with fer) = S her), for then this form of (1. 5) may 
be integrated with respect to the measure alA) to obtain 
Theorem 2. SubstitUting, with A? 0', into (1. 5), we get 

I)'>lx-vl~"'P''''' c{D/0'3)(CJf3 + Ie: r
2
dr) 

(4.4) 
"" cD[(A3 +2 (3)/3a3 J. 

This is implied by 

I p''''c·I p'·(A3/30!3). (4.5) 
! x-y ! (;\ !x -y ! < ~ 

If c/3 ?1/c 2 , then (4.5) holds by Fact 2, yielding (4.4) 
and the theorem. 
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We present a rigorous theory of magnetohydrodynamical shock waves in the framework of a given curved 
space-time, under general assumptions corresponding both to a plasma and to a condensed medium. The 
results can be of use in astrophysics. We prove the timelike character of the wavefronts, the main 
thermodynamic inequalities, the relative location of the speeds of the shock waves with respect to the 
magnetosonic and Alfvim speeds, and show some existence and uniqueness theorems. In particular, we 
show that there can exist initial states giving slow shocks, but no weak shocks. 

INTRODUCTION 

Hydrodynamic and magnetohydrodynamic shock waves 
play an important role in different fields of theoretical 
astrophysics. It is reasonable to study these waves in 
the relativistic frame given by a curved space-time. 
There it is necessary for various astronomical applica
tions, and in addition, relativistic magnetohydrodynam
ics is simpler than the classical theory, from several 
viewpoints: relativistic dynamics present a natural 
harmony with Maxwell equations. 

Some years ago, I gavel a first rigorous study of 
relativistic magnetohydrodynamic shock waves. The 
reader can find a more detailed treatment in Ref. 2. 
This treatment was based on the following assumptions 
(see notation in Sec. 1): 

(1) T; < 0, that is sonic speed < c, 

(2) T;2> 0, convexity condition connected with the 
stability of the hydrodynamic shock waves, 

(3) TP O. 

Israel3 and Lucquiaud4 have proved these assumptions, 
by methods of statistical mechaniCS, for a Boltzmann 
type of gas. But condensate media appear also in re
lativistic astrophysics and it is interesting, according 
to a suggestion of Thorne, 5 to study also the case of 
media for which T~ is less than O. 

The purpose of this paper is to make precise and 
extend my previous analysis, for relativistic magneto
hydrodynamic shock waves, under general assumptions 
corresponding both to a plasma and to a condensed 
medium. General questions are the following: 

(1) location, with respect to c, of the wavefront 
speeds; 

(2) location of these speeds with respect to the magne
tosonic and Alfv€m speeds; 

(3) thermodynamic inequalities corresponding to a 
shock: 

(4) existence and uniqueness properties for a non
trivial solution of the shock equations. 

Usual arguments 6 postulate the connected character of 
the Hugoniot curve (Taub adiabaF for hydrodynamic 
shock waves, in the terminology of Thorne) and this 
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property is by no means evident a priori, in the magne
tohydrodynamic case. 

Our rigorous study gives complete answers for the 
first three above questions and partial answers for the 
fourth. The paper is largely self-contained; calcula
tions which are long and straightforward, are often 
omitted. 

1. THE FLUID 

(a) Let (V4 ,g) be a given space-time, where 9 is a 
Lorentzian metric of class Cl , with the signature 
(+ - - -). A perfect fluid is described by an energy 
tensor, 

T "'S = (p + p) u O/us - pg O/S' QI, (3, ' 0 0 = 0, 1 , 2, 3, 

where p is the proper energy density, p the pressure, 
and UO/ the unit 4-velocity, oriented towards the future. 
We put 

p = c2r(1 +dc2
), r> 0, 

where r is the matter density of the fluid, and E its 
specific internal energy. We introduce the specific 
enthalpy 

i=E+PV, V=1/r, 

and the so-called index oj the fluid 

j= 1 + i/ c2
, j> 1. 

The energy tensor can be written 

T "'S = c2rfu",us - pgO/s' (1. 1) 

The proper temperature e of the fluid and its specific 
entropy S satisfy, as in classical hydrodynamics, the 
differential relation 

e dS = dE + P dV = c 2 dj - V dp, e> o. 

Therefore 

c 2 dj = V dp + e dS. (1. 2) 

In relatiVity, the thermodynamical variable T=JV 
(dynamical volume) plays an important role and can be 
substituted for the specifiC volume V. We consider T 

as a given function T= T(p,S) defining an equation oj 
state of the fluid. 

(b) Let ~ be a regular hyper surface of V4 , rp = 0 its 
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local equation; we set I" = G",ep. The speed VI; of :0 with 
respect to the fluid, that is with respect to the time 
direction U is given by 

(1. 3) 

VI; is less than c if an only if 1"'1", < 0 (:0 is timelike). If 
V is the sonic speed of the fluid, Y=C 2/V 2 is given by 
c 2 r; = - V2(y - 1); v < c is equivalent to r; < O. We assume 
in all the following, 

Assumption A(l): We have r; < 0 and r:; > O. 

A(2): rs is *- 0 and there exists a function S = S(p, r) 
whose uniqlle inverse is r = r(p,S). 

2. THE MAGNETOHYDRODYNAMICS EQUATIONS 

(a) We consider here the case of the perfect Magneto
hydrodynamics (infinite conductivity and constant mag
netic permeability /1). The electromagnetic field is re
duced to the magnetic field h with respect to the fluid, 
which satisfies 

(2.1) 

We obtain then for the system (fluid + field) the total 
energy tensor 

T "'~ = (c 2rf + /11 h 12)u",u~ - qg ",8 - /1hrxh~, (2.2) 

where 1 h 12 = - hPh
p 

is strictly positive and where q = p 
+t/1lhI2. 

The differential system of relativistic magneto
hydrodynamics (MHD) is given by the following con
siderations: We suppose, first, that the matter density 
r (which corresponds to the specific number of parti
cles) is conserved; if V is the operator of covariant 
differentiation, 

V ",(nt"') = O. 

Maxwell equations give here only 

V ",(u"'h~ - u~h"') = 0 

and the equations of relativistic dynamics are 

V ",T"'~= O. 

(2.3) 

(2.4) 

(2.5) 

The system (2.3), (2.4) and (2.5) implies the equation 
of isentropic flow u'" a "'S = O. 

(b) The characteristic manifolds of our system are the 
tangential waves (u"'l", = 0), the magneto sonic waves, 
solutions of 

P(l) =c2rf(Y -1)(u"'I",)4 + (c2rf+ /11 h 12y) 

x(u"'I",)21~1~ - /1(h"'I",)21~18=0, 

and the Alfv€m waves, solutions of 

(2.6) 

Under the assumption r; < ° (or y> 1), (2.6) and (2. 7) 
define three speeds VMS, V MF , and VA satisfying the 
inequalities 

VMS < VA < V MF < c, VMS < V < V MF 

(VMS magneto sonic slow speed, V MF magnetosonic fast 
speed). 

2136 J. Math. Phys., Vol. 17, No. 12, December 1976 

3. GENERAL SHOCK EQUATIONS 

(a) A state Y of the system (fluid + field) at a point 
x of V4 is defined by the values of p, S, u, and h (eight 
parameters). A magnetohydrodynamic shock wave is 
a solution of the main system in a weak sense such that 
there exists a hyper surface :0 (the wavefront) satisfying 
the following conditions: 

(1) On both sides of :0, the states are continuous 
functions of x and the main system is satisfied in the 
usual sense; 

(2) The variables defining the states are regularly 
discontinuous across :0 and, in the neighborhood of :0 
the main system is satisfied in the sense of 
distr ibutions. 

I will show that, under the assumption r; < 0, :0 is 
necessarily timelike. If we decompose II and h into a 
tangential component and a normal component with re
spect to :0 (ep = 0; 1= dep) we obtain 

with v~l ~ = k~l~ = O. We denote as Yo the state at x E. :0 
before the shock, as Y 1 the state after the shock. A 
bracket corresponds to the discontinuity of a quantity 
across :0. From the main system, we obtain by a 
classical argument, the general shock equations 

We add to (3.1) the assumption 

[S]>-O, (3.2) 

which is the formulation of the so-called Clausius
Duhem inequality. Equation (3.1) expresses the invari
ance of the scalar 

a(Y) = nt"'l", , 

the invariance of the tangent vector to :0, 

V~(Y) = (h"'l""u~ - (a/ r)h~, 

and the invariance of the vector 

The case a = 0 (tangential shock) is trivial and we 
assume a*- 0 in the following. 

(b) If we decompose W~ into a tangential and a normal 
component, we obtain a scalar and a tangent vector 
which are invariant under the shock. We deduce, from 
all these invariants, five scalar invariants of the shock 
concerning the two thermodynamical variables and the 
three scalars Ih1 2

, 11"'1"" h"'l" (see the Appendix), 

nl"'l", = a, 

fh"'l", = b, 

(lz"'I",)2/ a2 -lhI 2/r2=H, 

XIJl 2 =L, 

q - (c 2 a2/1"'la.l r =e, 

Andre Lichnerowicz 

(3.3) 

(3.4) 

(3.5) 

(3.6) 

(3.7) 
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where 

a=c2T-IlH, X=\h\2+(a2/l"'l",)H, (3.8) 

q=p+ ~IlX. 

a = ° expresses that :0 is an Alfv~n wavefront for the 
state Y. We have the following lemma (see Ref. 2, 
p.151). 

Lemma 1: (0 We have (l"'l",)X ~ 0; 

(ii) If l"l",*O, we have X=O if and only if l is in the 
2-plane (u,h); 

(iii) If l"l", > 0, we have H~ ° and thus a> 0. 

(c) Now the tangential components of the velocity and 
of the magnetic field satisfy 

(h~l",M - (J.l~l",)k~= (hgl",)- (ugl,,)k~, 

(c2rJ1 + Il\ h1\2)(ufl,,)~ - Il(h~l,,)k~ 

= (c2r rio + J.l1 ho \2)( u~l" )v~ - }J.(h~l",)k~. 

(3.9) 

(3.10) 

The determinant of the left members of (3.9) and (3.10) 
with respect to v~, k1 is D1(l)=a2a 1. If a1*0, (3.9) 
and (3.10) give vL k~ in terms of the initial state and of 
quantities which satisfy the five scalar invariance 
relations (3.3)-(3.7). 

Suppose a 1 = 0; :0 is then a timelike Alfv{m wavefront 
after the shock. It follows from (3.6) that either a o= ° 
or Xo= 0. 

(d) An Alfvim shock is a shock such that 
a 1 = a o = 0. It is easy to prove that, under the assump
tion T; < 0, a 1 = a o implies that the two thermodynami
cal variables and the three scalars I hi 2, u"'l"" h"l" 
are invariant under the shock. If a 1 = a o* 0, the shock 
is null. If a 1 = a o = ° (Alfv{m shock), the direction of 
the tangential magnetic field after the shock is unde
termined, but determines the direction of the tangential 
velocity. 

Moreover, it is possible to prove the following 
result2: A shock wave such that a Oa 1 = ° is compatible 
with usual Alfv~n waves if and only if it is an Alfv~n 
shock «(\/l=a O=O). The case a 1=0, Xo=O, (\/0*0 and, 
symmetrically, ao=O, X1=0, (\/1*0 (singular shocks) 
are physically forbidden as unstable. 

In the following part, we consider shocks which are 
not AlfV€in shocl?s. 

4. HUGONIOT FUNCTION AND MAIN FORMULAS 

(a) It is possible to deduce2 from the five invariants 
(3.3)-(3.7) the following relation concerning the states 
Yo and Y 1 corresponding to a shock: 

c2(j; -10) - (To + T1)(P1 - Po) 

(4.1) 

Equation (4.1) will be called here the Hugoniot relation 
and can be substituted for (3.4), if we assume that 
(h~l",)(h~Z,) > O. 

(b) An initial state Yo of the system (fluid + field) 
being given at x E :0, we consider in the following the 
set C of all possible states satisfying the conditions 
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(4.2) 

and 

(h"l")(hgZ,,,) > 0 (4.3) 

so that, for T* IlH/c 2
, we have 

X=L/(c2T _J.lH)2= Xoag/(c2T - J.lH)2. 

We have, between the variables T, 5, and q the function
al relation 

(4.4) 

Where p( T, 5) > ° is defined by inversion of the equation 
of state. 

We denote as II the half-plane (T,q) defined by T<>- O. 
Under the conditions (4.2) and (4.3), a thermodynamical 
state of the fluid, defined for example by (T, p), deter
mines a point Z = (T, (j) of II such that 

q> J.lL/2(c2T - IlH)2. (4.5) 

Equation (4.5) defines in II one or two connected and 
convex regions R., according to H ~ ° or H> O. Con
versely a point Z=(T,(j) inR. defines a thermodynami
cal state of the fluid (that is T, p, 5) and values for a 
and X. 

We denote as a the natural map from C into II. We 
are led to introduce the Hugoniot function H(Zo, Z) for 
relativistic MHD, considered as a function of Z E R., for 
a given initial point ZoE R. , 

H(Zo,Z)=c2(P -fg) - (T+ To)(p -Po) 

+ (T - To) ·~}J.(X + Xo - 2Xoa/ll'). (4.6) 

It is clear thatH(Zo,Zo)=O and that (4.1) can be 
writtenH(Zo>Zl)=O for a(Y1)=Zl' A detailed study of 
the behavior of the Hugoniot function will give a great 
part of the sought after results. 

We obtain by differentiation of (4.6), from (4.2) and 
(1. 2),2 

dH = 2jBd5+ (T - To)dq - «(j -qo)dT 

=2jBd5+ (T- To)2dm, (4.7) 

where m is the slope of the straight line (Zo, Z) of R. . 

(c) Study the differential of 5 along the part in R. of 
a straight line ~ of II of slope m. We have 

T~d5=dT - T;dp 

and 

dp + ~Il dX= dq =m dT 

so that 

T~d5=(1-mr;.)dT+~IlT;dX, 

but we obtain by differentiation of xa2 = const, 

adx= -2c2XdT. 

It follows that 

T~d5=T;(T;_1-c2Ilxa-l-m)dT. (4.8) 

Consider, for a point Z of R., the isentropic curve S of 
Z corresponding to the value 5 of the specific entropy 
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and defined by (4.4). The slope of 5 at Z is given by 

( dq) = T,-1 _ c2llxa-l 
dT 5 P 

We set, for 5 and for a straightline A of slope m 
issued from Z 

Q(m):= (dqldT)S -m = T;-' -c2Ilxa-' -m. (4.9) 

Formula (4.8) gives 

T~d5:=T;Q(m)dT. (4.10) 

(d) For a state Y, p(z) can be written 

p(Z):= c2rf(Y -1)(Il"l,Y + {c2rf+ III h 12(y-l)} 

x (u"'Z" )2Z ala - lla2Hl sla. (4.11) 

We obtain, for 1"'1,,*0 

P(l):= c2Yf(Y - 1)(1l"l,,)4 + {c 2rf+ Il(X - (a2Il"1,,)H)(y - 1)} 

x (u"1)2[81 a - lla 2Hl 8l s (4.12) 

and for ["l,,:=O, 

(4.13) 

We have seen that a point Z of R. defines values for the 
thermodynamical variables of the fluid and for 0' and X. 
Now, we consider also that Z defines a value of (u"l) 
by the condition 

(4.14) 

If such is the case, the right-hand side of (4.12) 
[respectively (4.13)] defines, for each point ZER., a 
number denoted also as P(Z)(Zl. 

Consider, according to (3.7), the points Z of the 
straight line Aa of slope rna = c2a2Il"l" issued from ZOo 
It is easy to verify that, for these points and for l"'l" 
* 0, p(Z) has for its value 

P(Z):= a2 T;l"l" 0 aQ(ma ). 

It follows from (4.10) that along Aa 

c2a4T~a d5:= p(Zl dg. 

This formula is also valid for l"l,,:= O. 

(4.15) 

(4.16) 

5. ORIENTATION OF THE SHOCK WAVEFRONTS 

(a) Consider at x E L; a nonvanishing shock Yo - Y 1 

which is not an Alfven shock. We will study, under the 
assumption T; < 0, the orientation of the wavefront L;. 

We set Zo:= a(Yo) and Z, = a(Y,). 

Consider the points Z of the segment (Zo, Zl) of slope 
ma and the corresponding values of u"Z", according to 
(4.14). Suppose l"l" "" 0. It follows (see the lemma in 
Sec. 3) that H';; 0, a> ° and the segment (Zo, Z 1) 
belongs to one determined region R.. If l"'l", > 0, we have 
X';; O. For the points Zo and Z" we have 

Xo -(a2/1"l,,)H:= IhoI2 ",,0, 

x,-(a2/Z"l",)H= Ih I 1
2 ",,0. (5.1) 

Along the segment (Z 0' Z 1), we have for example To';; T 

(respectively T1 ';; T), that is a~';; 0'2 (respectively a~ 
,;; (

2
) and I X I ,;; 1 Xo I (respectively Ix I ,;; 1 Xl I). We deduce 

from (5.1) 
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X - (a2 /1"l")H",, 0, 

and it follows from (4.12) that p([) > 0. If l"l,,:= 0, we 
have also p(Zl > 0, according to (4.13). We see that, 
if l"l" "" 0, it follows from (4.16) that d51 dq * 0 along 
(ZO, Zl)' Along this segment, we have according to (4.7), 

(5.2) 

But H(Zo' Zo) =H(zo, Zl):= 0 and the function H(Zo, Z) 
is stationary at at least one point of the segment (ZO,ZI) 
and the same is true for 5 according to (5.2). We ob
tain a contradiction. Therefore l"l" < O. 

Theorem: Under the assumption T~ < 0, each magneto
hydrodynamiC wavefront L; is necessarily timelike. If 
v~ and vf are the speeds of L; with respect to the fluid 
before and after the shock, we have v~ < c and vf < c. 

(b) We know that X:='p2 is positive; (3.6) can be 
written >Ir 1 a1 := >Ir oao' We can substitute for the second 
condition (4.2), 

>Ira:=>Iroao' 

We have then 

X + Xo - 2 Xoaol a = >Ir2 + >Ir~ - 2>Ir>Ir 0:= (>Ir - >Ir 0)2. 

The Hugoniot function can be written 

H(Zo, Z):= C
2(j2 - f02) - (T + To)(p - Po) 

+ (T - To) 0 ~ 1l(>Ir - >Ir 0)2. 

6. THERMODYNAMIC INEQUALITIES 

(5.3) 

(5.4) 

According to (1. 2), in terms of the variables P and 5, 
we have 

c2f;:=V>0, c"!'s=8>0. 

It follows that 

C 2(j2);=2T. 

(6.1) 

(6.2) 

Consider a shock Yo - Yl : Zo= a(Yo) and Z,:= a(Yl ) are 
connected by the Hugoniot relation which is symmetri
cal in ° and 1. We assume noll' Assumption A and that 
51"" So, according to (3.2). 

(a) Suppose SI := So' If PI * Po, we can suppose for 
example p, > Po' We then have T1 < To, since T; < 0. We 
deduce from (6.2) 

C
2{j2(P1' So) - f2(pO' sol}:= 2 t1 T(p ,So) dp. 

'Po 

It follows from the convexity condition T;2 > 0 that 

C
2(j12 - f;) < {T(Po, So) + T(P1' SO)}(PI - Po) 

:= (T1 + To)(p, - Po)' 

We deduce from the Hugoniot relation T1> To, namely 
a contradiction. We thus have PI == Po and our shock is 
null or is an Alfven shock. 

(b) Consider a shock with Sl > So and suppose PI"" Po. 
We have 

C
2{j2(P1,Sl)} - f 2(Po,Sl)}= 2 r 1 T(p,SI)dp "" 2T1(P1 -Po) 

Po 

and thus 

C
2(j12 - f02) - 2T1(P1 - Po) > O. 

It follows from the Hugoniot relation that 
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Let 71 < To' We see that PI?o Po implies TI < To. 

(c) Suppose T~< O. I shall show that, in this case, PI 
< Po also implies Tl < To' In fact 

C
2{j2(Po,SI) - f 2(p,,5 1 )}= 2 to T(p,5 1 )dp. 

PI 

It follows from the convexity condition that 

C2U0
2 - fn < (T(po, SI) + T(Pl, 5 1»(po - PI) < (To + TI)(Po - PI). 

That is, 

c2Ul- f;) - (To + Tl )(Pl - Po) > O. 

We deduce from the Hugoniot relation that Tl < To. 

(d) Suppose T~ > O. We have in this case PI > Po. In 
fact if PI "" Po, we deduce from 

c2{.f(Po, So) - f2(P" So)} = 2 r o T(P, So) dp, 
PI 

by an argument similar to the argument of c, that Tl 
< To' We obtain a contradiction with T; < 0, T~ > O. 

We have proved the following theorem. 

Theorem: For a nonvanishing shock which is not an 
Alfven shock, we have under Assumption (A) 

and the following: 

Proposition: If, moreover T~> 0, we have 

PI> Po, fl > fo, VI < Vo' 

(6.3) 

(6.4) 

It follows from the theorem that we have (\11 < ao' It is 
possible to prove2 that a shock wave, which is not an 
AIfvim shock wave, is compatible with usual Alfven 
waves if and only if (\11 (\10> O. We obtain two types of 
shocks: the slow shocks for which a l < a o < 0 and the 
fast shocks for which 0 < (\11 < a o' 

7. HUGONIOT CURVE AND SPEEDS OF THE SHOCK 
WAVES 

(a) straightforward calculus shows the following 
results2

: 

(a) We have for each isentropic curve S of P , 

(d2q/dr )s = - T;-3M, 

where 

M = T;'2 - 3c4 /11j}a-2T;,j > O. 

Therefore each isentropic curve is strictly concave. 

(iJ) Let ~ be a straight line in P. We have the follow
ing lemma. 

Lemma: Under Assumption (A), we have at each point 
Z s of ~ where 5 is stationary, 

{T~(d2S/ dr)A}(Z sl = - {T;-2M}(Zs) < O. 

(b) An initial state Yo being given, we consider, ac
cording to Sec. 6, the set J of the states Y satisfying 
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(h"'la>(h~l",)?o O. 
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If H> 0, the straight line T = /1H/ c 2 is forbidden. 

In IT, we consider only the region defined by T "" To 
in the region P. We call Hugoniot curve H the set of the 
points Z in this region satisfying H(Zo, Z) = O. 

Let ZI"* Zo be an arbitrary point in H and ~ the ray 
(ZO,ZI) of slope m; H(Zo,Z) is stationary at one point 
Zs at least of the segment (ZO, ZI): 5 is stationary at Zs 
according to (4.7) and it follows from the lemma of (a) 
that Zs is unique and corresponds, according to the sign 
of T's, to a strict maximum or a strict minimum of 5 
on ~. 

Therefore, we have at ZI 

{T~(d5/dT)c.}(ZI» 0 

and according to (4.10) 

Q(m,ZI)< O. 

(7.1) 

In particular Q(m, ZI) is no! vanishing onto H. On the 
other hand 

{T~(dS/ dT)A}(ZO) < 0, 

that is, 

Q(m,Zo»O. 

(7.2) 

If mo is the slope at Zo of the isentropic curve So of 
this point, we have 

(7.3) 

(c) Suppose that there exists Zl E H such that (d5/ 
dT)H (ZI)=O. The isentropic curve of ZI is tangent at 
ZI to H. It follows from (4.7) that the ray ~ = (Zo, Zl) 
of slope m is also tangent at Zl to these curves and 
Q(m, Zl) = 0; but that is impossible. Therefore 5 is (/ 
strictly monotonic function of T on each connected com
ponent ofH. 

We have 

(dS/dp)H= (dS/dT)H{T; + T~(dS/dP)H} 

and (dS/ dp) H cannot be null; 5 is also a strictly mono
tonic fundion of p on each conneted component of H. 

(d) Let Yo - YI be a shock, ~a the ray (ZO,Zl) of slope 
mao We have, according to b, (7.1) and (7.2) and it 
follows from (4.10) and (4.15) that 

a r?(l)o > 0, a 1P(l)1 < O. 

Geometrically, (7.4) expresses that 

mo = (dq/ dT)S (Zo) > m a , 

n11 = (dq/dT)S (Zl) < mao 

(7.4) 

(7.5) 

Equation (7.4) can be interpreted in terms of speeds of 
the shock wave and of the magnetosonic and Alfven 
speeds, before and after the shock. We obtain the fol
lowing theorem. 

Theorem: Under Assumption (A), the speeds v~ and 
vf of a shock wavefront :0 satisfy the inequalities: 

(1) for a fast shock: 

(2) for a slow shock: 
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8. ISENTROPIC CURVES AND WEAK SHOCKS 

(a) We consider, in the region T~ To of P (aao> 0), 
the isentropic curve 50 corresponding to S = So' We have 
along 50 

(dfi / dT) 5 = (T - To)(dq/ dT) 5 - (q - qo) 
o 0 

and 

(d2H/ dl) 5 = (T - To)(~q/ dr)S = - (T - To)T;-3M < o. 
o 0 

We see that we have on the considered arc of 50 
(d}1! dT) 5 > 0, H(Zo, Z) < 0 for Z E 50" (8.1) 

o 
The intersection of 50 and H is empty. 

(b) We shall prove in the sequel that H is connected. 
Study H, for the moment, in the neighborhood of ZOo A 
straightforward calculus gives 

(dS/ dT)H(Zo) = 0, (d2S/ dr)H(Zo) = O. 

Thus Hand 50 have a second order contact at Zo and 

(d2g/ dr)H(Zo) = (d2i/ dr) 5 (Zo)= - (T;-3M)(Zo). 
o 

Moreover 

(d3S/ dr1 )H(Zo) = {(2j8T;3)-1 M}(Zo)' 

It follows that in the neighborhood of Zo, we have along 
H, 

S - So = {(12f8T;3)-IM}(Zo)( T - To)3 

= {(12j8)-IM}(Zo)(p - PO)3. 

We see that, in a weak shock, the entropy increase 
(SI - So) is of third order with respect to the shock 
strength (PI - Pol. 

9. THE CASE T ~ > 0 

(8.2) 

We have studied this case in Ref. 2 and we recall 
briefly the methods and results. 

(a) We assume that the equation of state is such that 
p=p(T,So)-+oO when T-O. We denote as rna the slope 
at Zo of 50 (T-%' To). Let 6 be a straight line issued 
from Zo with slope m with 

m<mo· (9.1) 

50 being strictly concave, 6 meets 50 at a unique point 
ZA "*Zo and, for this point, we have, according to (8.1), 

H(ZO,ZA)<O. (9.2) 

But S(Zo) = S(Z A) = So and S is necessarily stationary on 
the segment (ZO,ZA) for one and only one point Zs which 
is a strict maximum for S along 6. We have (dS/dT),,(Zo) 
< 0 and so (dH/dT),,(Zo) < O. When Z goes from Zo to 
ZA' H(Zo,Z) is first positive and it follows from (9.2) 
that there exists, between Zo and Z A' a point ZI of 6, 
necessarily unique such that H(zo> ZJ = O. 

We see that H is connected. According to (8.2), we 
have for Z c H, in the neighborhood of Zo, 

(dS/dT)H<O, (dS/dp)H>O. 
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It follows from Sec. 7(c) that these inequalities are true 
on all the Hugoniot curves. 

Proposition: If T~ > 0 and under the assumptions on the 
equation of state, the Hugoniot curve f/ is connected. 
More precisely to m < mo corresponds a unique point ZI 
"* Zo of H (with alao > 0), such that m = (ql - go)( TI - To)-I. 
We have on H the inequalities 

(dS/dT)H< 0, (dS/dp)H> O. 

(b) Consider an initial state Yo and, for a = a(Yo), the 
straight line 6 a of slope ma issued from ZOo We assume 

(9.3) 

that is, aoP(Z)o> 0 [see Sec. 7(c)1. To each shock Yo 
- Y I corresponds a point ZI' the intersection of Hand 
6 a • Conversely, let Zibe the point "* Zo where 6 a inter
sects H: ZI being known, TI < To, PI> Po, and >lI1 are 
known: fl is given by the Hugoniot relation: r l = T/ fl 
being known, we deduce from (3.3) the value of ll~l" 
and from (3.4) the value of h~l,,: 11z 1 12 can be given by 

I h112(1 - (u~1,,)2 /l"l,,) = >lI~ - (hrtoY/Z"l". (9.4) 

We can verify that these quantities satisfy the five in
variance relations (3.3)-(3.7). We see that each point 
ZI belonging to Hand 6 a [with (9.3)] and different from 
Zo defines an unique nontrivial solution of the shock 
equations such that OQal > O. We have the following 
theorem. 

Theorem: Suppose T~ > 0 and the general assumptions 
on the equation of state. Let Yo be a state satisfying 
Ci 0 P(Z)o > 0 (that is vrF < vg for a fast shock and v~ < v~ 
< vt for a slow shock). Then there exists a correspond
ing unique nontrivial solution of the shock equations such 
that vt < vf for a fast shock and, vf < vt for a slow 
shock. The solution satisfies the thermodynamic in
equalities (6.4) and the inequalities of the theorem in 
Sec. 7. 

We note that, for H> 0, there exists states Yo with 
m o> 0 which can give slow shocks, but not weak shocks. 

10. THE CASE T~ < 0 

(a) Consider the isentropic curves q = g( T, S) defined 
by (4.4). For a fixed T, q is decreasing when S is in
creasing and we have the relative location of the strictly 
concave isentropic curves. Let ZI"* Zo be an arbitrary 
point of f/ and 6 the ray (Zo, Z I) of slope m. According 
toH(Zo,Zo)=H(Zo,ZI)=O, H is stationary at one point 
Zs between Zo and ZI' The same is true for S, and ZI 
is a strict minimum for Sand H(Zo, Z) along 6. 

Suppose ZI is in the upper region determined by 50: 
6 intersects 50 at one point ZA such that ZI is between 
Zo and ZA' When Z goes from Zo to ZA' f/(Zo,Z) is 
decreasing from Zo to Zs, has a minimum at Zs, and is 
increasing thereafter up to the value H(Zo, Z A) < O. We 
have then a contradiction. We see that each point ZI 
"* Zo of H is in the lower region determined by 50' 
Therefore the isentropic curve 51 of Z I corresponds 
to an entropy SI > So. 

Now, when Z goes from Zo to Z I, S is decreasing 
from Zo to Zs' has a minimum at ZI' and is increasing 
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after this point up to the value 51> So' Thus ~ inserts 
So at one point ZA' between Zo and Zl' We know that 
necessarily 

(10.1) 

Each point *- Zo of H belongs to the open region defined by 
by the isentropic curve 50 of Zo and the tangent at Zo to 

So· 

If H(zo, Z) is expressed in terms of the variable (T,q), 
we have 

aH!aq= -2f8T;T~_1+ (r- Tol. 

Therefore, (aH !aq)(Z) < 0 and q is a regular function of 
T, without singular points, along a connected component 
Ho of H. 

(b) We consider only in the sequel the case mo"" 0 
(existence oj weak shocks). Let Z, *- Zo be a point of 
H o' It follows from Sec. 7(b) that 

Q(nz, Z,l= (dq! dT) 5 (Zl) - nz < O. 

But we have m < 111 0 "" O. Therefore 

(dq!dT)S (ZI)< O. (10.2) 

If (dq! dr)H (Z ,)?- 0, it follows from (4.7) that 

2f8(dS! dT)H(Zl) 0= - (T l - To)(dq! dT)H(Z,) + (q, - qo) > 0, 

since ql - qo = meT, - To) > O. But it is clear that (dS! 
dT)H(Zl) > 0 is contradictory with the location of the 
isentropic curves. It follows that (dq! dT)j(o is always 
strictly negative and, according to a, when T is in
creasing, H ° ends necessarily at ZOo 

Therefore the Hugoniot curve H is connected and the 
same argument as in Sec. 9 shows that we have on H 
the inequalities 

(10.3) 

It follows that, for a shock, the thermodynamic 
inequalities (6.4) are true again under the assumption 
1's < O. 

(c) Compare, under the same assumptions, the values 
of (dq!dr)H and (dq!dT)S. We deduce from (4.7) that 

2j8(dS! dT)H+ (T - To)(dq! dT)H - (q - qo) = O. 

But it follows from the equation of state and from the 
definition of q that 

(dS! dT)j(= 1'S-l - T; T'S-I{(dq! dT)H+ c 2 fJ.W2 a-I}. 

We obtain 

{(T - To) - 2f8~ T'S-I}(dq! dT)H+ 2j8~T~-I(T;-1 - c 2 fJ.W 2 a- l
) 

- (q -qo)=O, 

where 

(d(j!dT)S= ~-1 _ c 2 fJ.W2a-1. 

We can write 

{1 - (T - To)(2jB)-lT;-I1'S}(dq! dT)H= (dq! dT)S 

- (q - qo)(2j6)_Ir; -I1'S' 

Let 
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(dq! dT)H- (dq! dt)S = (2jB)-IT~_I1'S(T - To){(dq! dT)H 

-(q-qo)(T-To)-I. (10.4) 

Let Z *- Zo he an ar:,Hrary point of H, ~ the straight line 
(Zo,Z) of slope m=(q-qo)(T-To>-\ where m<mo<O. 
Suppose 

(dq!dT)H(Z)"" (dq!dT)S(Z). 

We have, according to Sec. 7(h), 

Q(m, Z)= (dq!dT)S(Z) -111 < 0 

and so 

(dq!dT)H(Z) < m. 

It follows from (10.4) that we have (dq!dT)S(Z) < (dq! 
dT)H(Z) and we obtain a contradiction. Therefore we 
have 

(dq!dT) 5 (Z) < (dq! dT)H(Z) 

for each point Z *- Zo of H. 

(10.5) 

(d) Let ZI and Z2 (with T2 < TI ) be two arbitrary points 
of H, where Zz is in the neighborhood of Zl; ~ is the 
chord (Zu Z2) of slope m. We have H(Zo, ZI) =H(Zo, Z2) 
= O. Therefore, H(Zo, Z) is stationary at one point Za 
of the chord (ZI,Z2). It follows from (4.7) that we have 
along ~ 

df(=2f8dS -KdT, 

where K is the constant 

K=(ql-qO) -m(T1- Tol. 

We have at the point Za 

{2jB(dS! dT),e.}(Za) =K. 

(10.6) 

(10.7) 

(10.8) 

Let m l be the slope of the ray (Zo, ZI). For m> ml> 
we have K> 0; if (dS! dT),e. *- 0 along the chord (Z l' Z 2)' 
this derivative is positive according to (10.8) and we 
have at ZI 

(10.9) 

For m < ml! we have K< 0: if (dS! dT),e. *- 0 along the 
chord (Zu Z2), this derivative is negative and we have 
S2> 51' We obtain a contradiction with the relative loca
tion of the isentropic curves. For m = m l! S is 
stationary at ZO' 

Therefore, we study the case where S is stationary 
at one point Zs of the chord (Zl' Z2), a point which is 
a strict minimum, according to the lemma in Sec. 7(al. 
If such is the case, we have again the inequality (10.9). 

In all the cases, we have according to (4.10), 

Q(m,ZI» O. 

Let 

(dq!dT)s(ZI»m. 

It follows from (10.5) that 

(dq!dT)j(Zj»m= slope of the chord (Zl1Z2). (10.10) 

We deduce from (10.10) that H is concave. 

If Z2 is an arbitrary point of Hand mz the slope of 
the ray (Zo, Z2)' each ray ~ issued from Zo of slope m 
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such that 

intersects H in one and only one point Z. 

We have proved the following Proposition. 

Proposition: If T'S < 0, mo';; 0 and under the general 
assumptions on the equation of state, the Hugoniot 
curve is connected and concave. We have on H the 
inequalities 

(tiS/dT)/-I< 0, (dS/djY)/-I> D. 

The same argument as in Sec. 9 gives the following 
theorem. 

Theorem: Suppose T's < 0, mo';; 0 (existence of weak 
shocks) for a state Yo satisfying an p(llo> 0 (that is 
V~F < 1)~ for a fast shock and v~ < v~ < v~ for a slow 
shock). If Z2 is a point of H and if Cqz - (io)( T2 - To)-1 

,;; c 2a2 fl"'l" , there exists a corresponding unique non 
trivial solution of the shock equations such that vt < vf 
for a fast shock and vf < vf for a slow shock. That solu
tion satisfies the thermodynamic inequalities (6.4) and 
the inequalities of the theorem of Sec. 7. 

The case m o > 0 remains open. 

11. CONCLUSION 

Under the general Assumption (A) (Sec. I), we have 
obtained the following results: timelike character of the 
shock wavefronts, thermodynamic inequalities (in par
ticular each shock wave is a compression wave), and 
location of the speeds of the wavefront with respect to 
the magnetosonic and Alfv€m waves. 

We have proved also, by two different methods some 
existence and uniqueness theorems for nontrivial solu
tions of the shock equations: (1) if T's> 0, (2) if 7's < 0, 
and if the initial state admits weak shocks. 

If T~ > 0, there exist initial states giving slow shocks, 
but not weak shocks. The same result is probably true 
also for T'S < O. 

APPENDIX: CLASSICAL APPROXIMATION OF THE 
RELATIVISTIC SHOCK EQUATIONS 

Study the Newtonian approximation of the main shock 
equations (3.3)-(3.7). We put 

u"l",=w/c, j=rw, l"'l",= -1, 

so that a = jf c. We search the main parts of the shock 
equations, with respect to c-2

• We have first, according 
to (3.3), 

[j]=[rw)=O. (AI) 

The invariance relation (3.4) gives 

(1 + i 1c-2 )hfl", = (1 + ioc-2)hgl" , 

so that 

up to terms in c-4
• We obtain in the Newtonian limit 

[h"l",] = O. 

It follows from (3. 7) that 

(rw 2 + p + 1 III h 12] = O. 

(A2) 

(A3) 

It follows from the expression of h~l" that the invariance 
of H gives 

c20 {I - 2(i1 - io)c-Z}j-2(hgl,,)Z -I hI 1 Zr;2 

We obtain 

[
.1IhI 2 21 
1+2' (h"'l",)2 w J =0. 

Let, according to 1 h 12= 1 k 12 + (hOtl"Y, 

[
. 1 2 I Ikl 2 2J 0 
1 + 2'w + 2' (h"'la)2 w == . 

Finally, consider the relation of invariance (3.6). 
quantity 

c-2
Q' == (1 + i/ c 2 )r-1 - Jl{(h"'l,,?r2 -I h i 2c- 2r-2} 

has for Newtonian limit 

r- 1 
_ Jl(h"lJ 2r2

• 

On the other hand, 

1Jr2 == I k 12 + /c-2
1 h 1 2r- 2 

'" I k 1
2. 

We obtain 

(A4) 

(A4') 

The 

(A5) 

The five Eqs. (AI)-(A5) are the shock equations of the 
classical MHD for a rest frame of the shock. 
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Differential equations satisfied by Fredholm determinants 
and application to the inversion formalism for parameter 
dependent potentials 
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We consider the two first order differential operators Ax = /L(X)a!aX+A(X). Bx = -(a/ax)/L(X)+A(X). 
associate two kernels f. g satisfying both well-defined boundary conditions and Ax! = Byg. AJ = Bxg. 
and construct the Fredholm determinants corresponding to these kernels. From these determinants we can 
build up solutions of second order differential equations. These solutions have an interpretation in the 
Schrodinger inversion formalism. For instance. for the inversion at fixed angular momentum I. these 
solutions for k = ° correspond to the classical Gel'fand-Levitan and Marchenko equations. whereas. for 
k=l=O. they correspond to k dependent potentials. Similarly. for the inversion at fixed k. these solutions for 
1 = ° correspond to the classical Regge-Newton equations. whereas. for 1=1=0. they correspond to 1-
dependent potentials. More generally we show, in a generalized inversion formalism. how parameter 
dependent potentials appear very naturally in the theory. 

I. INTRODUCTION 

In recent years, the same differential equation 

(
22 22 ~(A) - +2-logB - =0 

2r2 ar B 
(1 ) 

for two Fredholm determinants A and B (defined on 
some interval [r, aD, has appeared in different physical 
contexts Eq. (1) which is still satisfied if A- B can 
be interpreted as a Schrodinger equation for angular 
moment 1=0 and momentum k = 0, whereas the form of 
the potential is suggestive of an inversion formalism. 1 

First it was found2 that two opposite kernels of the S 
wave Marchenko inversion equations lead to Fredholm 
determinants (defined on [r, 00 D satisfying Eq. (1). 
Secondly, in connection wi th the theory of random 
matrices, Gaudin3 found that the Fredholm determinants 
(defined on [0, r D correcponding to two kernels if> (x - y) 
±if>(x +y) [if>(t) even] also satisfy Eq. (1). Thirdly,4 in 
the 1*0, k=O, Marchenko inversion formalism, Eq. (1) 
was again found for a pair of functions linked to 
Fredholm determinants. Finally in the random matrix 
framework, Dyson in a recent paper5 takes great advan
tage of Eq. (1) and notes, for a particular case, that it 
has an interpretation in the S wave, k=O, Gel'fand
Levitan inversion formalism. 

All these facts suggest that Eq. (1) could be deduced 
from a general theorem which has an interpretation in 
an inversion formalism at k=O, in such a way that all 
previous results appear as particular applications. This 
is the first motivation of the paper. Furthermore, we 
would like to generalize Eq. (1) in order to include the 
k 2 * ° energy term. Investigating some simple examples 
it is easy to realize that both A and B must be k depen
dent, so the generalization of Eq. (1), if it exists, leads 
certainly to k dependent potentials or to a nonclassical 
inversion formalism, and this is the second motivation 
of the paper. We recall that the classical inversion 
formalism is built up in two successive steps. First, 
from the data and some comparison potential Va, we 
have to construct the scattering data kernel which is 
the input in the inversion integral equation. Secondly, 
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solving this equation, we obtain a kernel solution giving 
the possibility of reconstructing both the potential to be 
added to Va and the solution of the whole potential. In 
this paper we consider mainly the second step which is 
self contained in itself, because from any scattering 
data kernel we can construct both the potential and the 
solution, and so reproduce the data. 

In this way we shall see in Sec. II that k-dependent,6 
l-dependent,6 or more generally parameter-dependent 
potentials appear very naturally in the inversion frame
work. Let us consider a second order differential 
operator ~a = /.L 2 (r)[a 2 jiJr2 - Va(r) 1 and build a scattering 
data kernel with the eigenfunction of ~a' The generalized 
inversion formalism consists of the reconstruction of 
another second order differential operator t:> = /.L 2(a2 jar 
- V), where V - Va depends on a Fredholm determi-
nant associated with the scattering data kernel. Two 
cases occur depending upon whether or not Va contains 
the potential oj /.L 2 (0 being a constant). If Va contains 
o /.L -2, then the eigenvalues and the eigenfunctions of 
t:>a, V, and ~ are 0 dependent, whereas if Va is 0 /.L-2 

independent, then V and t.. are 0 independent. For in
stance, if we take /.L = 1 (inversion at fixed I) and Va 
=1(1 +1)r-2

, then Vis k independent, whereas if Va 
= - k2 + I (I + 1 )r-2

, then V is k dependent. Similarly, if 
/.L = r (inversion at fixed k) and Va = k2, then V is I 
independent whereas if Va = k2 + I (I + 1 )r-2

, then V is I 
dependent. Let us consider two comparison potentials 
Va differing only by 0/.L-2. Associated with the case 
for which Va does not contain O/.L -2 is the solution ~u 
= ou, whereas with the other Va containing 011-2

, we 
associate the solution ~u = 0, It is clear that the two 
solutions and the two formalisms coincide for 0 = 0. 
Conversely if we start from the solution corresponding 
to 0 = ° and try, via the inversion formalism, to extend 
the solutions for 0* 0, we have two possibilities depend
ing upon whether Va contains 0 or not. In this way, ex
tending to k * ° the differential Eq. (1) satisfied by 
coupled determinants in the invers ion at fixed 1 (or 1 * ° 
in the fixed k case) shall lead to k dependent (I depen
dent) potentials. The reason for this is that in the ex
tension of Eq. (1), both determinants remain linked, 
one of them being necessarily k dependent in order to 
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describe a k dependent solution; then the other is also 
k dependent and consequently the potential is k 

dependent. In Secs. III and IV, independently of the in
version formalism, we establish a general mathemati
cal theorem concerning second order differential equa
tions satisfied by linked Fredholm determinants. Let 
us consider two kernels lex, y), g(x, y), their corre
sponding determinants, Df=det[l +p/l~, Dg=det[l +pgl~ 
(a and p being fixed constants), and two arbitrary func
tions A(X), Il(X) (f, g, A, Il can depend on other 
parameters). 

Let us assume: 

(i) AJ =Byg and Ay/ = Bxg, with Ax= Ila/ax + A, 
Bx= - (o/ax)ll(x) +A(X) (2a) 

which can be written as 

(~g(x) - ~g(y»g=O, g= Il(X)Il(y)g, ~g= 1l2(a~2 - vt), 

(~&(x)-~(y»!=O, !=Il(X)Il(Y)/, ~6(X)=1l2G:: -V&), 

vg=/~)2 +(~)', v!.=/~Y _ (All)' + £. (2b) 
o \Il Il 0 \~ J 11 2 Il' 

(ii) either l(x,a)=l(a,y)=O or g(x,a)=g(a,y)=O, 
orf(x, a) =R'(x, a) = 0 or .Aa, y) =g(a, y) = O. 

If (0 and (ii) hold, then Dg and D f satisfy 

vf= v.f _!"~j.J!:.... aD f). 
o Il ar\D f or 

(3) 

If vog (or V&) contains a term 01l"2, then V is 0 depen
dent. This theorem depends on two arbitrary functions 
among the four functions A, Il, V6, vt; and if we specify 
two of them, then the other two can be determined by 
differentiation or integration. There exists a general 
method to build kernels (f,g) satisfying (2b), and this 
is also explained in Sec. IV. 

In Sec. V we study the inversion at fixed 1 corre
sponding to Il = 1. If A is k independent, then Eqs. (2) 
and (3) correspond to the claSSical inversion formalism 
at fixed 1 and k = 0: The Gel'fand-Levitan equation when 
a = 0, and the Marchenko equation when a = <x). If A = 0 
we come back to Eq. (1) with with an S wave, whereas 
if A = l/x we get the l"* 0 case. Furthermore, if A (or 
Vcf or 11) is k dependent, then the reconstructed poten
tials V are k dependent. Thus the solutions satisfying 
our general theorem, Eqs. (2) and (3), correspond to 
the claSSical inversion equations for k = 0, and to ener
gy dependent potentials for k"* O. 

In Sec. VI we study the case Il = r corresponding to 
the inversion at fixed k. If A is 1 independent, then 
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Eqs. (2) and (3) correspond to the solution t = 0 of the 
classical inversion formalism. 7 Further, if vt (or V6) 
including the centrifugal potential is 1 dependent, then 
the reconstructed potentials given by Eq. (3) are also 
1 dependent. 

By investigating, in the l-dependent case, some sim
ple degenerate scattering data kernels, we show how 
they are linked to (0 1), the set of phase Shifts. However 
they are only partly restricted by the set (0 z> and have 
less constraints than in the I-independent case. Once 
the set (0 I) is given, there is still much arbitrariness 
in these scattering data kernels. If Il is different from 
both 1 and r, then Eqs. (2) and (3) correspond to 
generalized inversion equations. Some Simple examples 
are quoted in Sec. VII. 

Our general result, Eqs. (2) and (3), can also be 
interpreted in another way. If (11, vt) are given as 
input (or the second order differential operators 32/'01/

- Vt, 22/ar - Vc!, one may construct coupled first 
order linear operators (Ax, BX> and corresponding ker
nels (f,g). In this way and due to the fact that (A, Il) are 
solutions of differential equations, many different 
coupled (A, Il) solutions can be obtained, and this is 
illustrated in Sec. VII. 

II. GENERALIZED INVERSION FORMALISM FOR 
PARAMETER DEPENDENT POTENTIALS 
(k DEPENDENT,! DEPENDENT, ... ) 

We establish some general results (see Appendix A) 
of a generalized inversion formalism which emphasize 
the fact that parameter dependent reconstructed poten
tials appear naturally in the theory. 

(0 Define a second order differential operator 

~O=1l2(r)(a~ -v~, (4) 

where Il and Vo are arbitrary r functions. Further, Vo 
can depend on different parameters k,l, .. , and Va, the 
comparison potential, can be written 

Vo(r,0,al>a2, ... ,a)=~(0) +L: Vci(r,a) 
Il r i 

with 0 and Q!j being fixed constants which can vanish. 

We associate a kernel g(x, y) satisfying both differen
tial relations and boundary conditions at some fixed 
value G, 

(5 ) 

limg(x, y) = limg(x, y) = O. (6) 
x-a y-a 

There exists a general method of constructing such 
kernels. Let us consider the eigenfunctions ~o<I>~ = 0n<I>~ 
and associate the kernel 

g(x, y) = L <I>~(x) <I>~(Y)cn' 
n 

the cn being constants. If limx_a<I>~(x) = 0, then both con
ditionS (5) and (6) are satisfied. (In the classical inver
sion formalism, Ii is called scattering data kernel be
cause the c have to be linked to the observables: phase 
shifts, bou~d states, ... ). 
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Of course on and q,~ are linked to the potential J.1.-2• 
The eigenvalues <P~ and consequently Ii depend on the 
parameters a i and o. Two different cases occur. 

Firstly, 0 is different from zero, Vo contains a term 
OJ.1.-2, and the eigenfunctions can be written (a 2/ar2 

- z: j"V6(r, a ))q,~ = (0 + 0n)J.1. -2q,~. Then <Pn and g are 0 
dependent and correspond to fixed O' i values. In this 
case we shall say that we have a o-dependent inversion 
formalism at fixed O' j values. Secondly, if 0 is zero, 
Vo does not contain oJ.1. -2, and q,~ and g are 0 independent 
but correspond to aifixed values. We shall say that the 
inversion is 0 independent at fixed 0'; values. This 
second case is the restriction on the limit 0- 0 of the 
first case. The justification of this nomenclature will 
appear later when we shall see that the reconstructed 
potential is entirely determined by g and J.1.. As an illus
tration of these different possibilities we consider Vo 
= _k2 +1(1 +1)r-2 in which J.1. is equal to one or r. 

If J.1. = 1, which corresponds to inversion at fixed l, g 
can be written 

g)k;x, v)= fIl(lYx)IMyv)C1(k,k')dk', 

Y = k 2 + k,2, iz(p) being p times the spherical Bessel 
functions 8 and C /k, k') an arbitrary function such that 
lim~--oC z(k, k') exists. f?z corresponds to afixed I 1)alue 
and is k dependent if k * O. The case k = 0 can be ob
tained as liml1-Qgz. If J.1. =r, which corresponds to inver
sion at fixed k, f? can be written 

f?k(l; x:, y) = fix(v)(kx)ix(v/kv)Ck(l, v)dv, 

x(x +1) = v(v +1) +Z(Z +1), x"'- o. 
Ck(l, v) is also an arbitrary function. gk corresponds to 
a fixed k value and is in general l dependent, the case 
l = 0 being a particular case. 

(ii) We define a kernel K(x, y) such that the integral 
equation 

j(r,a) +g(r,a) + {aj(r,t)g(t,a)J.1.-2(t)dt=O (7) 

has one and only one solution. Of course K corresponds 
also to fixed 0' i values and is 0 dependent if Vo contains 
a term 0 J.1. -2. For instance, for Vo = - k 2 + l (l + l)r- 2 and 
11 = 1, then I is fixed but K is k dependent. 

(iii) We consider the boundary condition 

H~(K(r,x) aax: g(x,Y)-Jf(x'Y)a! K(r,x»)=o. (8) 

Applying the boundary condition (6) to the integral equa
tion (7), we get limx_aK(r,x)=limr_aK(r,x)=O. It fol
lows that in general (8) is satisfied. In the following we 
always assume that this is the case. 

(iv) We define a reconstructed second order differen
tial operator 

A A 2 d (K(r,r») 2( iJ2 ~ 
... ="'0 + 11 dr \---;:L(r) = 11 rar - VJ ' 

v _ V __ 2_ -i!-.(K(r, r) \ , 
- ° Il(r) dr J.1.(r) / 

where V is the reconstructed potential and Vo is the 
comparison potential. 
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(9) 

Property I: If (i) Eqs. (4)-(6), (ii) Eq. (7), (iii) 
Eq. (8), (iv) Eq. (9) are satiSfied, then, with some 
algebra, we get for the kernel K(r, a) 

(~(r) - ~o(a» K(r, a) = O. (10) 

[One key property used is the fact that the homogeneous 
integral equation corresponding to Eq. (7) has only the 
tri vial, identically zero solution. 1 

(v) We consider an eigenfunction Uno of ~o such that 

(11) 

We write for these eigenfunctions (Yn> UnO), a different 
notation from that of the eigenfunctions (on' q,~) with 
which we build our kernel g, because Uno is not neces
sarily a function of the set {q,~} entering into g. 

(vi) We define a function Un such that 

Un(r) = UnDer) + f, a UnO(t)K(r, t)J.1.-2(t)dt. 

(vii) We consider the boundary condition 

lim (K(r, x) -!- U~(x) - UnO(x) -!- (K(r, x»\ = 0. 
x·a uX uX 'J 

(12) 

(13) 

We recall that limx~K(r, x) = O. If either limx_iiJ / 
iJx)(K(r, x» =0 or limx.aUnO(x) = 0, then in general (13) is 
satisfied. 

Property II: If the assumptions leading to Property 
I are satisfied and further, if (v) Eq. (11), (vi) Eq. 
(12), and (vii) Eq. (13) are verified, then Un is an eigen
value of the differential operator ~, 

~(r) Un(r)=ynUn(r). 
(14) 

As an application, let us compare both cases where Vo 
differs by a 6J.1.-2 term. 

If Vo contains a OJ.1.-2 term, we associate AoUo=O and 
the solution U defined in Eq. (12), where Uno is replaced 
by UO. Property II says that ~U = ° or 

X(Ka(r, r)Il- 1»)u(r, 6)==0, 
(14a) 

where we have written Ka in order to emphasize that K 
is 6 dependent. 

If Vo does not contain the terms 0 J.1. -2 while the other 
VJ(r, 0'1) are the same, let us consider in Eq. (11) the 
solution AoUo = 6Uo, and in Eq. (12) the function U, 
where Uno is replaced by UO. Property II tells us that 
SU= 6U or 

(a~2 -~ VJ(r,al)-0J.1.-2+2J.1.-1d~ 
x (Ka =o(r, r)/J. -l»)U(r, 0) = 0, 

(14b) 

where now K is 6 independent. It is clear that both U 
and if coincide at 0 = 0, whereas for 0 * ° they corre
spond to two different extensions of the solutions at 
0=0, one for 0 dependent potentials and the other for 0 
independent potentials. 
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Property III: If g is the kernel /l(x)/l(y)g(x, y) =g(x, y), 
then the solution K(r, r) of Eq. (7) with kernel pg (p 
being a constant) and D g = det[l + pg j~ are linked in such 
a way that 

K(r, r) = /l2(r) --g Dg. - iWI 
ar 

(15 ) 

FO! the proof, in Eq. (7) let us define K(x,Y)/l(x)/l(Y) 
=K(x, Y), then Eqo (7) with g- pg becomes an integral 
equation where only K and g appear in 

K(r, x) + pg(r, x) + p r K(r, t) get, x) dt = 0. (7') 
T 

In Ref. 9 it has been shown that such integral equations 
have the property 

aDI K(r,r)=-;]- D, 
J 

(15 ,) 

where D is the Fredholm determinant corresponding to 
the kernel pg. The result (15) follows immediately. 

Substituting the result (15) in the definition of A and 
V we get 

2 ~ D') A= Ao +2/l- /l-g , 
2r D, 

V= V - ~~ 1/l!!L). 
o /-L ar \' Dg 

(9 ') 

Property IV: If go = Lcp~(x)cp ~(y)Cn' Ao<P~ = 0nCP~' and if 
<Pn is the solution Un defined in Eq. (12), where Uno is 
replaced by cP~, then we have 

-R(x, y) = L: CPn(x) cp~())) Cn, ACPn = 0nCPn' 
n 

CPn(r) = cp~(r) + 2:; C p cpp(r) r cp~(r) cP~(t) /-L -2(t) dt. 
p T 

If Property IV holds, then CPn and R(x, y) can be written 
in terms of {C n} and known functions. Let us substitute 
this expression of Kin Eq. (12) and assume that the 
behavior of Un(r), for a well-defined r value, is linked 
to physical quantities. If this happens to be possible, 
this means that there is a link between the {C n} and the 
observables. We Shall illustrate this point in Sec. VI 
for /-L = r and a particular class of degenerate "it kernels. 

III. RELATIONS BETWEEN THE FIRST AND THE 
SECOND DERIVATIVE OF FREDHOLM 
DETERMINANTS 

The results presented in this section are entirely 
independent of those of the previous one. Let us consid
er a kernelf(x,y) and its Fredholm determinant on 
some interval [r,aj, Df =Det[l +pfl~, p and a being 
constants. D f can be written 

Dt=exp -l5.f , 
(16) 

A~ = 1: dx, .•• r dXn f(xl> x2) f(x2, x3 ) ••• f(xn-I> xn)· 

The first and the second derivative with respect to rare 
easily calculated (we assume, of course, that the 
Fredholm theory can be applied, for instance that the 
kernels are square integrable, differentiable, and that 
all the traces exist): 
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0
2 

- (a -V d ~ 
or2 At = ar At) - dr fer, r) - ~ pn(y~ + 13:), 

(17) 
y: = I: dX 1 ••• ITa dXn_1 fer, x 1 )/(x1> x2 ) ••• f(xn_

2
, xn_

1
) 

o 
X or f(xn-I> r), 

13:= ITa dX1 • " .(" dXn_l (a~ fer, Xl») f(X1> x2)· • 'f(xn-l> r). 

Let us introduce another kernel g(x, y) and D, 
=Det[l +pg]~. We get from (17) 

(18a) 

(18b) 

We note that if H is identically zero, then D, and D t 
satisfy Eq. (1). However, we want to generalize Eq. (1) 
and so H, given by Eq. (18b), must be expressed in 
terms of (Dj,Dg) or in terms of the derivatives of these 
determinants. However, ofl?r and aglar appear in the 
terms Yn and 13n • If we want to eliminate these terms, 
there must exist relations between 2floxi and 01{Iri x j 

(i,j=1,2, x1 =x, x2=y). Such relations are given in 
the next section. 

IV. COUPLED FIRST ORDER DIFFERENTIAL 
OPERATORS APPLIED TO KERNELS GENERATING 
FREDHOLM DETERMINANTS, AND SECOND 
ORDER DIFFERENTIAL EQUATIONS SATISFIED 
BY THESE FREDHOLM DETERMINANTS 

A. General results 

Theorem I: If two kernels f(x, y) and g(x, y) satisfy: 

(i) AJ=B,g, Ayf=Bxg, 

Ax= /-L(x) 0~ +A(X), Bx= (- aOy; /lex») +A(X), 

A, /l being arbitrary functions, then Eq. (2a) can be 
written: 

(A~(X) -A~(y))i=O, iF= /-L(x) /-L(y)j{, 

Ag(X)=fJ.2(X){a~: - vt(X)}=/l(X)AxBx/-L-'(X), 

(A6(X) - A6(y)) 1= 0, 1= /lex) /l(y}f, 

A6(X)=. fJ. 2(X) {a ~: - vt(x)} = /lex) BxAx fJ. -'(x), 

(2. b) 

(ii) If either 7(x, a) =f(a, y) =0 or g(x, a) =j{(a, y) = 0, 
or fix, a) =j{(x, a) = 0, or fia, y) =g(a, y) = 0, then D f 

= det[l + pi]: and D g = [1 + PI{ l~ satisfy: 

Vg=V'--- IJ.- , 2 a ~ ODg) 
o fJ. 2r iJr 
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( ;J2) Dg 2 a ~ aD,) --v' U =0 U =u'-, v'=v'--- 11-- , ar ,,' 0 D f 0 11 or or 

(3) 

Let us note that if we define the second order differen
tial operators by A' = 1l2(a 2/ar2 _ Vi), AI: = 112(a 2/ar2 
- vg), then Eq. (3) could equivalently be written 
AgUg=O, AIU/=O. On the other hand, from Eq. (3) we 
get 11 = UrfU6, A= Ut(;J/or Urf). For the proof, we first 
consider the first relation given by (2a), 

aj a 
jJ.(x) ax (x, y) = - A(X)j(X, y) + A(y) g(x, y) - ay (jJ.(y) g(x, y)}. 

(2a ') 

In the expression of H given by Eq. (18b) we substitute 
for (af/;Jr)(r,x1) in f3: the above relation (2a'). We inte
grate by part, take into account the boundary condition, 
(ii), and then (ilj/ilx1)(x" x2) appears: 

f A(r) I 1a fa d:rn-l ( ) ( ) aj ( ) 
Bn=- J.l(r) Bn+ T dx T J.l(r) gr,xl jJ. Xl aXl X"X2 

f • "f+BfBI + dx··· dx __ 1 g(r x)f· ··f f a fa A(X) 
1 '1-1 r 1 T 11-1 J.l(r) ,1 • 

Applying once more Eq. (2a') and (ii), the last term is 
cancelled and (Of/aX2)(X2,X) appears, and so on .... 
Finally one gets 

, g A(r) I !:~A(r) a ) ~-1 g f 
f3n +Yn = --(-) Bn +Bn -(-) --a logjJ. +LJ BmBn_m' jJ. r jJ. r r m=l 

(19a) 

Similarly the second relation (2a) can be written 

a ~ ax (jJ.(x)g(x, y» = A(X) g(x, y) - jJ.(Y)ay (x, y) - A(y)f(X, y) 

(2a") 

and applying both (ii) and (2a") to f3;, we get 

I~g.f A(r) I ,~A(r) 0 1 m~-l I g 
I-'n + Yn = - -( -) Bn +Bn -( -) - -~-logJ.l + L.. BmBn_m' jJ. r jJ. r vr m=l 

(19b) 

From (2a) we get also 

J.l(r)dd (j(r, r) +g(r, r» = 2A«r» (Bf -BO -BfL • 
r I1r 11 

(19c) 

Finally in the rhs of Eq. (18b) if we substitute the re
sults (19) we get 

H - 2A(r) (A' _ Li"') +~ Li"' 
- J.l(r) , f /l !:. 

It follows that (i) and (ii) imply the differential equation 

( nAg _ aA,V _L (A +A) _ 2A(r) (2A, _ a~g) 
ar or J or I g /l(r) \" ar or 

_3Jd/l a6g )=0 (20) 
/l '"dr ar ' 
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or equivalently 

(
a

2
DI)n +D (J2Dg _2(aDg\(aDI) + 2A(r) In aD, -D oD!:\ 

ar2 g I or2 or) or l1(r) \' !: or ' or! 

+ 2/l' D aD g =0. 
/l f or 

(20 ') 

With some elementary algebra it can be shown that 
Eq. (20) is equivalent to Eq. (3). Let us remark that for 
IJ. = 1 and A = 0, Eq. (3) reduces to Eq. (1), and hence 
we have obtained a generalization of Eq. (1). 

B. The second order differential operators 
..1~, t/, At and ..1g depend on two arbitrary functions 

In other wordS, among the four functions A, IJ., Vrf, and 
vt, if we give two of them, the other two can be obtained 
by differentiation or by solving integral equations. 

Case 1; A and IJ. are given, then Vrf and vt are ob
tained from (2b). We remark that only one pair (Vo', Vb') 
of functions is obtained when we differentiate (A, IJ.). On 
the contrary in all other cases, we always have to 
integrate some differential equation and there exist dif
ferent pairs (A, IJ.) depending upon our choices of the 
solutions of these differential equations. We put A = AIJ.- l 

= IV'[1j!gj"l = _1j!f'[1j!Ij"l. Equation (2b) can be written: 

Vof=A2 +A', 

V~=A2_A'-2AIJ.'IJ.·1 +J.l"IJ.-t, 

1j!!:" - Vrf1j!!: = 0, 

1j!f" +21j!'·IJ.'IJ.-1 +(1J."J.l-1- V{)1j!f =0. 

(20a) 

(20b) 

(20c) 

(20d) 

Case 2: ~ and Vrf are given; we get lJ!< and A from 
(20c), IJ. from (20b), and A = AIJ.. The general solution 
is given in Sec. VII, Eq. (75). 

Case 3: /l and vog are given; we get 1j!!:, A, and A=AIJ. 
from (20c), Vb from (20b). 

Case 4: A and Vrf are given; we get 1j!!:, A, and J.l = AA-l 

from (20c), vt from (20b). 

Case 5: IJ. and vt are given; we get 1j! f, X, and A 
from (20d), Vrf from (20a). 

Case 6: where A and vt are given is the most difficult 
one because we have first to solve J.l"/l - /l 'A - J.lA' 
- V61J. 2 +A2 =0. Once J.l is obtained, from A=AIJ.-1 and 
(20a) we get Vrf. Here also IJ. is not uniquely determined 
from its differential equation, hence Vrf is not uniquely 
determined, either. 

C. General method for the explicit construction of 
coupled kernels If, g) satisfying the conditions of 
Theorem I 

We consider the eigenvalues and eigenfunctions of 
A~, At: 

Agcl>~ = Ancl>~, A~(x) = ilAxBxlJ.-t, 

At1j!~=AA~, At(x)=IJ.BxAxJ.l- l . 
(21 ) 

We want to show that for each eigenvalue An of A.~ (or 
An of At) we can associate an eigenfunction of A& with 
the same eigenvalue An (or an eigenfunction of Ag with 
the same eigenvalue An)' In other words, we want to 
show that An and An are the same. Let us define 
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)1Bx)1-1cf>~=Ifi~, {JAx)1-1</1~=¢~, (22) 

so that we get 

tlf~O= liB A II-1IIB 11- 1 ,/.,°= liB. 1I-1t:l.K,/.,O_ \ ;;:0 o n ,- x x""" ,..... x,... '+'n ,.... x"'" O'+'n~/\n'+'n' 

tlK;;:O="A B II-lilA 1I- 1 ,1,o=IIA II-lt:l.f,I,o_;\;;:O 
O'+'n ~ x x""" ,..... x""" I.f'n ,.... x""" O't'n - n'+'n· 

It follows that 0~ (or J;~) is an eigenfunction of tI{, (or t:l.g) 
with eigenvalue An (or Xn ), however we must specify the 
boundary conditions of <P~ a~d cf>~. If An = An and if, 
modulo a constant, <P~ and <P~ correspond to the same 
boundary conditions (or cf>~ and $'~) then ~o = ° <J!~ and 
"""0 0 ' "tt 
cPn=En¢n, on and En being constants. In order to con-
struct the kernels (I, g), let us define 

"A -1-0 "'0 -1-0 "'0 
""'-'x)1 <Pn=¢n' )1Bx)1 cPn=</In , 

and substituting into Eqs. (21)-(22) we get 

¢~ = t:l.6¢~ = AnCP~' ~~ = t:l.{,'jJ~ = >':n</l~. 

(23a) 

(23b) 

We can build the symmetric kernels (f, g) in two 
different manners depending upon whether we start with 
(cf>~, An) or (lji~, Xn), 

j=6 ~~(x»)1-1(x)Cn~~(Y)fl-l(y), 
n 

(24a) 
g='£ cp~(x»)1-1(x)Dncf>~(Y»)1-1(y), 

n 

(24b) 

They obviously satisfy the second order differential 
conditions written down in Eq. (2b). We would like to 
link the constants Cn and Dn (or En and I5n) in order that 
they satisfy the first order conditions AJ = B, g and 
AJ = Bxg. With the help of Eqs. (22)-(23), in both 
cases of Eq. (24) it is easy to verify that Eq. (2a) is 
satisfied if 

(25) 

A sufficient condition in order that the boundary condi
tion (ii) of Theorem I be satisfied is either 

dJO(x)-O or ljiO(x)-O. ,n X4Q n X4Q 

D. Connection with the inversion formalism for 
parameter dependent potentials studied in Sec. II 

Let us assume that VJ and t:l.~ correspond to Va and 
t:l.o defined in Eq. (4). (We could equivalently choose 11 
and tI{,). Applying the formalism developed in Sec. II 
we know that from the kernel g (or g) and from the 
integral equation (7) we can obtain the Fredholm type 
solution of K(r, t) (or K) whose Fredholm determinant 
is D gO and reconstruct the whole potential vg (which is 
the same as that given by Theorem I). 

Substituting this type of K solution in Eqo (12) we see 
that U can be written as the ratio of two terms such that 
the denominator is D If but nothing is known for the 
numerator. Our general result means that zf there 
exists coupled kernels (j,g) satisfying the conditions of 
Theorem I, then there eXists a solution U such that 
U(Ua)-l can be written as the ratio of two Fredholm 
determinants. 

Now concerning the solutions given by Theorem I in 
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Eq. (3), what are the corresponding solutions when r 
goes to the limit a? If we recall that when r - a, D f - 1 
and Dg- 1, we see that in Eq. (3), limr_aU= Ua and then 
the solutions of Theorem I can be written when r - a 

Let us compare the solution of Theorem I written down 
in Eq. (3 ,) and those corresponding to Property II 
studied in Sec. II. From Eq. (12), U=Uo +f:UJ?')1-2 dl , 
We note that here also limy_aU = Uo' It fOllows that the 
solutions (3) correspond to Yn = ° in Eqs. (11) and (14). 
The solutions of Theorem I correspond to t:l.aU a = ° and 
t:l.U=O, where U could also be obtained from Eq. (12). 

Concerning the interpretation of Theorem I, two dif
ferent cases occur. Firstly, Va does not contain a 6)1-2 

term; the eigenfunctions rf>~ and </I~ building f and J{ as 
well as V and the solution U are 6 independent. In this 
case, Eq. (3) corresponds to the solution 6" 0. Second
ly, Vo contains a 6)1-2 term. Then ¢~, J)~,.t,;.;, K, V, 
and U are 6-dependent functions. The solution given by 
Theorem I is 6 dependent but canna I correspond 10 Il1r 
classical inversion because V is ° dependent, 

All this discussion means that not every inversion 
formalism solution can be written as in Theorem 1. For 
instance, if we conSider the fixed I case )1 = 1 and the 
potential vg for the claSSical inversion formalism where 
(a 2/2r2 )logDg is 1< independent, only for k=O, the solu
tion could be written in the manner of Theorem 1. 
Otherwise, for ki- 0, both j and g kernels must be k 

dependent in order to satisfy Theorem L Thus for II 1- ° 
the solutions of the classical inversion formalism with 
energy independent potentials do not reduce to the form 
given by Theorem 10 Similarly for the inversion at fixed 
k, the solutions which reduce to that of Theorem I 
correspond for 11-0 to r dependent potentials and for 
1=0 to the classical inversion formalism. 7 

E. Application to the very simple example 
corresponding to Eq. (1) 

Although this case is a particular application of a 
more general result which is establiShed in the next 
section, due to its importance (it includes Gel'fand
Levitan and Marchenko equations for 1=0, /z = 0) and 
its simplicity, we present here another independent 
derivation. 

In order that the result of Theorem I reduce to Eq. 
(1), we necessarily have A = 0 and j.L = const. We discuss 
now the conditions of an application of Theorem 1. 

1. Discussion of condition (j) of Theorem I 

Condition (i) of Theorem I gives 2.t/ax= - og/il)' and 
allay = - 2J{/2x and consequently a2j/iJx! + iJ2f/ily 2 

= a 2J{/a x! + a2J{/il:'l = 0. Putting x+v=1!, x-y=u, we 
get (al/au)(af/on) = (ilg/illl)(o,!{/(1n) = 0. It follows that 
the coupled kernels (f,g) are of the type 
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f= lj!(x - y +const) + cp(x + y +const), 
(26) 

g = lj!(x - y + const) - cp(x + Y + const), 

where at this stage cp and lj! are arbitrary functions 
(subject of course to conditions warranting the existence 
of the Fredholm theory). 

2. Discussion of condition (ii) of Theorem I, 
when a is finite 

It is easy to verify that among the four boundary con
ditions, there is only one possibility f(x, a) = f(a, y) = 0 
requiring lj!(t) = cp(t) = cp( - t) and so f = cp(x - y) 

- cp(x + Y - 2a). Thus, if 

f=cp(x-y)-cp(x+y-2a), cp(t) = cp(-t), a finite, 

Jf=Cp(x-y) +cp(x+y-2a), (27) 

then 

(D f =Det[1 +pf]~, D.=Det[1 +pg]:) 

satisfy Eq. (1). For a=O we recover Gaudin's 
Theorem. 3 A representation of kernels satisfying Eq. 
(27) can be written down. If 

fix, y) = .f sink(x - a) sink(y - a) G(k) dk, 

g(x, y) =.f cosk(x - a) cosk(y - a) G(k)dk, 

then the corresponding coupled determinants (Dt , D g) 
satisfy Eq. (1). 

(28) 

For a = 0, f can be identified with the Gel'fand
Levitan scattering data kernel. 1 G is linked as usual to 
the Jost function. For a particular G(k) function, Eq. 
(28) has an interpretation in the theory of random 
matrices. 3-5 

3. Discussion of the boundary condition (/J) of 
Theorem I when a is infinite 

In order that the Fredholm theory exists we must put 
,p 0' 0 in Eq. (26) and the remaining possibility is f = cp 
and g= - cpo The boundary condition (ii) of Theorem I 
is automatically satisfied because the existence of the 
Fredholm theory requires at least limt_~cp(t) = O. Thus 

f
f= cp(x +y), 

if then (Det[1 + pcp];, Det[l- pcp ];) 
Jf= - cp(x +y), satisfies Eq. (1)0 

(29) 

The Marchenko inversion formalism for an S wave is 
an application of this result, 

{

f= I exp[ik(x +y)]M(k)dk, 
if 

Jf= -fix +y), 
then (D fJ D g) satisfies 

Eq. (1). 

(30) 

We recall that in Eq. (28) for the a = 0 case and in Eq. 
(30) we can have a discrete spectrum (imaginary k val
ues corresponding to the existence of bound states) as 
well as a continuum spectrum (k real). The connection 
between G(k), M(k), and the S matrix or the Jost func
tion as well as the conditions on G(k) and M(k) such that 
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the Fredholm theory exists, are given in the 
literature. 1 

This simple example studied here corresponds to the 
inversion at fixed 1 =0 and has solutions of the Theorem 
I type for k = O. In the next section, for fixed 1"* 0 or 
1 = 0, we study more generally the solutions of Theorem 
I corresponding to k"* 0 as well as k = O. 

V. APPLICATION OF THEOREM I TO THE 
INVERSION FORMALISM AT I FIXED (p = 1) 
IN BOTH k =1= 0 AND k = 0 CASES 

For J.I. = 1, besides the simple case X = vt = vt = 0, 
k = 0, and 1 = 0, which was studied in Sec. IV and which 
belongs to the classical inversion formalism, 1 there 
exists the possibility of extending the formalism of 
Theorem I to the case where Vo contains a k"* 0 term. 
We develop a general formalism, explicitly obtaining 
the coupled kernels (f, g) for k"* 0, 1"* 0 and investigate 
the connection with the classical formalism when k - 00 
The extension of the Gel'fand-Levitan formalism 
(determinants defined on [0, r]) is done in detail where
as the extension of the Marchenko case (determinants 
on [r, 00]) is only briefly sketched. 

A. Extension of the Gel'fand-Levitan formalism 
for k =1= 0 leading to k dependent potentials 

In the formulation of Theorem I we put a = 0 and as
sume J.I. = 1 and vt = - k2 + 1(1 + 1) r-2• As was explained 
in Sec. IV, Part B, X can be deduced as a solution of 
X2 + X, = vto We choose for X two different solutions 

X" (1, k, r) = (- 2~ ii~(kr») (h~(kr»-l, 
(31) 

X"(l = 0, k, r) ='1' ik, 

where hi(p) are p times the Ith spherical Hankel func
tions o 8 For integer I, h; can be written 

I ·n_1 (1 +n)! 
ii;(p) = exp(ip) E (~p)n n! (1- n)!' iij(p) = (ii;(p»* 

for real p. (32) 

Applying the general method developed in Seco IV C, to 
build the kernels (f,g), we get for the eigenvalues 
(l/J~, cp~), 

l/Jg. =i,(/Y r), y=k2+k,2, (Ab+k'2)l/J~=0, 

cpg:± =A;i,(/Y r) = cp~. 

1. Kernels (f, gf) satisfying Theorem I, I being an 
integer;;;' 0 

Let us define: 

I,(k; x, y) = ji,(/Y x)i,(/Y y) C,(k, k') k,2 dk' 

g,±(k;x, y)= fliCk, k',x) cp;(k, k', y) C,(k, k')dk' 

¢~(k,k',x)=A!j,(/yx)= (2: +X±) J,(/YX), y=k2+k,2 

(33) 

with X± given in Eq. (31). We easily verify that these 
kernels satisfy condition (i) of Theorem I, taking into 
account 
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B~¢z= (- O~ +A*) ¢~=k'2iz(.ry y) and A~Jz=¢~. 
On the other hand, Jz (0) = 0 and the boundary conditions 
(ii) of Theorem I, are automatically satisfied. 

2. Irregular solution when r -+ 0; k'vf (k, r) ::::: 
r- 1 (21 - 1)!! 

If we apply the results of Theorem I to the kernels 
(jpf;t) defined in Eq. (33), we see that the functions vt, 

V* =h*(kr) Detgt '" r- Zk-Z(2l-1)!! 
z z Delfz r-O ' 

are two complex solutions irregular when r - 0, 
Schrodinger equation 

(
0

2 
2 l(l + 1) 202 

) * a:;:z + k - -----:;:x- + a:;:z log Det/z (Vz) = O. 

(34) 

of the 

(35) 

If we assume that Cz is real, then Vi is real and vt are 
complex conjugateo Since Iz is k dependent, it follows 
that Det/z and Vi are k dependent. From IJ. = 1 and Eqs. 
(34) and (35) we see that ut =h~ with A~ ut = 0 and 
Us = [h~]-1 with A~ Us = o. 

3. Regular solution u, when r -+ 0; u, ::::: r' + 1 

[(21 + 1)!!]-1 

We always consider k ± O. Let us define 

_ vt- ~z- _ Im«Detg/lhi(kr)] 
U z - 2ikz+ - kZ+! Det/z (36) 

U z is a real solution (C z being real) of the SChrodinger 
equation (35). Taking into account Det(gn r-::-O 1, 
Det(jz) r-::O 1, we get 

U z '" fi2i.k-Z~l "'lz(kr)I?-z-I"'r Z+1[(2l+1)!!]-I. 
r - 0 t 

B. Classical Gel'fand-Levitan solution for k = 0 
deduced from the application of Theorem I 

In order to test the consistency of the theory we must 
consider the k * 0 solutions obtained in Sec V, Part A, 
take the limit k - 0, and compare them with the direct 
application of Theorem I to the case k = O. This com
parison is very easy for the irregular solutions vt k Z 

but more delicate for the regular solution u z. We as
sume limk_OCI(I?,!?')=C/O,!?'). We shall find that finally 
no real difficulty occurs when k- 0, and so the above 
results presented in Sec, V A, are an extension of those 
for 1<=0 0 

1. Irregular solution when r -+ 0 

(a) We first take the limit k - 0 of different quantities 
defined above in Sec. V A, 

lim A±(l, k, r) =l/r, 
k-O 

lim¢i<k,k',x)= (":>0 + 1) iz(k'x)=k'iz_1(k'x), 
k-O \vX x 

(37) 

lim/z(il; x, y) =/z(O; x, y) = J Jz(k'x) iz(k'y) k,2C z(0, k') dk', 
k-O 

l*O, limgt(k;x,y)=gz(O,x,y) 
k-O 

= J lZ_I(k'y) Ifl_l(!?'X)Jz_l(k'y)!?,2C/0,!?')d!?', 

l = 0, go(O; x, y) = J cos(k'x) cos(k'y) C 0(0, k') k,2 dk', 
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(38) 

(39) 

For l = 0 in Eq. (38), both the kernels (j0(0; x, V), 

go(O; x, V)~ and the solution Dg/Dlo are identical with 
the results established in Sec. IV, Part E, Eq. (28) 
giving the application of the Theorem I to the Gel'fand
Levitan S wave at k=O. In Eq. (39) we note that ut 
=r-z and, because 1J.=1, Ue=r z, leading to A=UbgUt 
=lr-1• 

(b) For l * 0 and k = 0 we directly construct the 
kernels (jpgz) and the solutions given by Theorem I 
using the general method developed in Sec. IV. We 
consider IJ. = 1 and vt =l(l + 1) r-2, Among the different 
solutions of the differential equation A2 - A' = Vi we 
choose A = llro It follows that VS = A2 + A' = l(l- 1) r-2 , 

<J!~, =Jz(il'X), ¢~, ",lz_I(k'X). Finally the direct construc
tion of the kernels (jp gz) in the l * 0, k = 0 case leads 
exactly to the same kernels as those obtained from k * 0 
on taking the limit k - 0 as in Eq. (38). Similarly the 
solution written down in Eq. (39) can be derived direct
ly from Theorem I when IJ. = 1 and A=llr. Because our 
formalism, when k - 0, is identical to the classical 
Gel'fand-Levitan formalism, it follows that Cz(O, k') 
is directly connected to the Jost function J z(!?') for 
energy independent potentials, We recall that the 
Gel'fand-Levitan scattering data kernel1 can be written 
fl(0;X,y)=21T- 1 f;FJI(1-1/IJl(k')I2)dl?' and we have only 
to identify with the expression written down in Eqo (38). 

2. Regular solution when r -+ 0, u,r -0+ /} -+const 

(a) First, for k = 0 we directly apply Theorem I and 
the method of Sec, IV in order to construct the kernels 
fz and gz (which we call hz). We again consider IJ. = 1, 
vt = l(l + 1) r-2 but now we choose A = - (l + 1) r -1 as the 
solution of the differential equation vt = A2 - A'. We 
thus apply Theorem I to the pair (IJ. = 1, A = - (l + 1) r-1

). 

We get VS = (l + 1)(Z +2)r-2, <J!~, =iz(k'r), ¢~'=lz+l(k'r) 
and our coupled kernels (jz, h z) are 

fz(O;x, y) = J k,2 iz(k'y) il(!?'V) CI(O,k')dl<', 

hz(x, y) = J k,2 jz +1(k'X) Jl +1 (1?'y) Cz(O, k')dk'. 

(40) 

We note that the kernelfl is the same as the one given 
in Eq. (38). This means that the irregular solution Eq. 
(39) and the solution obtained by the application of Theo
rem I to the coupled kernels Ul' h I) are solutions of the 
same Schrodinger equation with V= Vo +2il2/~r"' 
Xlog DetUl). We can verify, USing the recurrence rela
tions satisfied by spherical Bessel functions, that 
Axfl=Byh[> Ayfl=Bxhl' and the boundary conditions of 
Theorem I are automatically satisfied. Applying the 
result of Theorem I, we get 

(~-l(Z + 1) r-2 + 2 ~ log Detfz) U z = 0, 

_ 1+1 (Deth/) 
uz-r Detli· 

We note that Ut=r l +1, Us=r-z-t, and A=UbgUt 
=- (Z+1)r-1. 

(41) 

(b) Secondly, for k* 0 we consider the regular solu
tion uz(i?, r) defined in Eq. (36). On the one hand, we 
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want to show that the limk ~ 0 u1 (k, r) exists, and on the 
other hand that the limit function behaves as the con
stant rl+t, when r is small. 

Taking into account ii; = n1 + ifz, where n/ is p times 
the sperhical Neumann function, and the conditions 

h/(p)p/ -1 jl(~)(21+1)!! -1, 
(21-1)!! p~O ' pl+ p~O 

lim ul(k, r) = [Det({/(k = O))]-t 
k-O 

(
21-1)1! lim Im(Detgt) + rl+1 

x r I k ~ 0 k2z +1 (2Z + 1)! ! 

where gt= J ¢;¢;CI dk' is defined in Eq. (33). In 
Appendix B we show 

Regt'" J ki1z.t(k,x)fl_t (k,y)C / (O,kt )dkt , 
k-O 

(42) 

(43) 

With the results (43) at hand, one can show (with some 
algebra), from Detg/ (which means det[1 + gt]ij) that 
both limk_ok-(2/+tl Im(Detgt) and limk~ o Re(Detgt) exist 
and that the limit in Eq. (42) behaves like r I+t when 
r - O. In Sec V C we shall exhibit a very simple example 
where we shall see that limk_Oul(k, r) in Eq. (42) and 
ul(r) defined in Eqs. (40) and (41) coincide. 

3. Integral relations between the two solutions 
corresponding to k = 0 

The irregular solution Eq. (39) and the regular one 
Eq. (41) are two different solutions of the same 
Schrodinger equation. Consequently there must exist 
relations between them. Let us define in the classical 
Gel'fand-Levitan formalism the kernels 

2 ('" A A ( 1) 
/V,/(X,Y)=:;r Jo j.(k1x)j.(k1y) 1- I]/(k

t
) 12 

where J I is the /th Jost function. From our above 
results it follows that 

_ -I Det/l_t.1 
Yt- r Det/ 

1,1 

Det! and Y2 =rl+t _LL'tW 
Det!I, I 

are solutions of same Schrodinger equation 

(
a2 1(Z+1) a2 

) p-----::yz- +2ayr logDet!I,1 Yi=O, i=1,2. 

It follows that we have the following integral relations: 

Yi=Yi(c0ns4 +const2jry
ftx»), i,j=1,2, i*-j 

C. A very simple example 

We consider a trivial example where the kernels 
({I,gl) in Eq. (33) and (f" hi) in Eq. (40) are degen
erate. Although it corresponds to a pathological poten
tial even when k - 0 where it reduces to a well-known 
case, it has the advantage of easily checking the theory. 
One can verify very easily that the solutions satisfy 
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the corresponding Schrodinger equation and one can 
follow what happens when k - O. 

(a) Let us consider for k *- 0, 

!o = k~ sin.;y x sin.;y y, y=k2 + ki, 

gi==(.fY cos.fY X'fiksin.fY x)(idernx-y). 

We get 

2 (sin2.;y r r) 
Det/o = 1 + kt 4.fY - 2" ' 

k2r (y+~) . r ik r:-: ) Detgt == 1-~ - 4.;y sm2vy r'f 2 (cos2v y r-1 • 

The two irregular solutions are v~ = exp(± ikr) Detg~ 
x (Det/o)-t and the regular solution is 

(Detro) uo(k, r) 

sinkr (1 & (y + k 2
) . 2 r:-: ) 

= -k- - 2 - 4.fY SIn v y r 

- t(cos2..;y r -1) coskr. (44) 

Having the explicit dependence of Det/o, it is easy to 
calculate the corresponding dependence of the potential. 
Taking the limit k - 0 of the solution we get 

lim [uo Det/o] 
k~O 

=r (1- ¥ -!( sin2ktr) -Hcos2k1r-IJ. 

(b) Let us consider for k = 0 the corresponding 
kernels of Eq. (40), 

/0 == ki sinktx sinkty, 

2 (SinktX ) ) ho = kl ktx - cosktx (idem x - Y • 

Detho is easily calculated. We find that uo(r) Det/o 
= rDetho is equal to the rhs of Eq. (44) and so is equal 
to limk~ o«Det/o) uo(k, r», where Det/o and uo(k, r) are 
the k dependent Fredholm determinant and solution 
corresponding to k *- O. 

D. Inclusion of a Coulombic potential in the 
extension of the Gel 'fand-levitan formalism for 
k dependent potentials 

We always consider a== 0, jJ. = 1, but now vt 
= - k2 + Z(Z + 1) r-2 + 11 r-1 := A 2 - A'. From this differential 
equation we choose the solution 

,\c=_ (a~ hi'·(k,r») (hf'+(k,r»-t, 

where h~' + is the Coulomb solution such that 

hf' + '" exp[i(kr -11k-1log(2kr) -l1r /2)]. 
r~~ 

In order to construct the kernels ({/,g/) we consider 
(as explained in Sec. IV) the eigenfunctions <l{ <p~ = An<P~. 
We choose the regular Coulomb solutions <P~ = A(ry r), 
y=p +k,2, (a 2/(Jp2 +1 +rflp"l -l(l +1)p-2)j~(p)=O, 
p = ry, if - const r Z'1, and for cpg" we apply the opera
tor A" wh{c"h° is well defined once ,\ and jJ. are given, 
¢~:=A"fi. We get for the coupled kernels: 

Henri Carnille 2151 



                                                                                                                                    

glC == J ¢~(k, k', x) ¢f(k, k', y) q(k', k) dk', 

¢f(k, k', x) ==A,Ji == (a~ + A1 j~(vY x). (45) 

We check easily that A,flc == By glC == f ¢~ A k,Zq dk' and 
that the boundary condition (ii) of Theorem I is satis
fied because A(O) == O. 

Finally the solution given by Theorem I is an irregu
lar solution when r - 0, 

(0 2 21([+1) 7J a2 ) \a? +k -~ - r +2 p log Detft 

x (hc" Detgt ) == 0 
I Detfle (46) 

We note that in Eq. (46), ut ==h~" and consequently 
U~==[h~·+]-l. We could also obtain the other irregular 
solution when r - 0 of Eq. (46) by choosing another A. 
For this It is sufficient to replace hf" by the Coulomb 
solution h~'-, behaving when r - 00 as exp[ - i(kr -7Jk-1 

Xlog2kr-l1r/2)]. We could also extend to the Coulombic 
case all that has been done above for the non-Coulombic 
one. 

E. Marchenko type inversion formalism 

In this case j.J. = 1 and a == 00. We do not give a detailed 
analysis as in the preceding Gel'fand-Levitan case. 
We only consider some aspects of the theory, the miss
ing points presented in Sec. V. A-D can easily be 
reconstructed. We always assume that our coupled 
kernels (J, g) satisfy the conditions of Fredholm theory, 
It follows that the boundary conditions (ii) of Theorem 
I are always satisfied, 

lim f(x, y) == lim f(x, y) == lim g(x, y) == lim g(x, y) == o. 
y~~ x~~ y~~ x~~ 

For the explicit constructions of the coupled kernels 
(Jp gl) we only discuss the coupled differential condi
tions (i) of Theorem I. 

1. S wave: k *' 0 (extension of Marchenko equations) 
and k = 0 (classical Marchenko equations) 

We consider j.J.==1, A'==±ik, V~==Vt==_k2. In this 
case the kernels (Jo, go) are functions of only one varia
ble t ==x + y and we assume (as for the classical 
Marchenko case1) thatf and g are absolutely integrable. 
Let us consider the functions 

ft(k;t) == J (vY 'f k) M(k, k')[exp(ivY t)] dk', Y == k2 + k,2, 

gt(k;t) == - f (vY± k) M(k, k')[exp(i-vY t)]dk', 

(47) 

and associate the kernels (ft(k;x+y), gO'(k;x+y». We 
easily verify 

Nxft == (o~ ± ik) ft ==i fi,2M(k, k') [exp(ifY(x + y»]dk' 

•• ( a 'k) • ==Bygo== -oy±1. go, 

and so the Fredholm determinants associated with (47) 
satisfy the result of Theorem I, 
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(~-r?2+2~lOgDetfS) (eXp('fikr)~:~~f) =0. (48) 

For k == 0 we recover the usual Marchenko case for 1 == 0, 
k == 0 discussed previously in Sec. IV E. 3, Eq. (30). In 
Eq, (48), we check that U6=exp('fikr), U~=exp(±ikr), 
and consequently A = ± iTz. 

However, theft kernels in Eq. (47) are complex, and 
we want, as in the Gel'fand-Levitan case, to have a 
real reconstructed potential, so we consider 

fo(k;t) == fo~ k,2 dk'[M(k, k') exp(i vY t) 

+ 2\-1* (Il, k') exp( - i.fY t) J, 

go(k;t) = - .fo~ dk'[(k + .fY)2 1\11 exp(i -ry t) + (.fY - k) M* 

xexp(-i-vYtl], (49) 

leading to the kernels (Jo(k;x+y), go(k;x+y». It is 
easy to verify 

Axlo == (o~ + ik) fo == i ~oo 1;>'2 dk'[1Vl(v'y H) 

x exp(i fY(x + y» + Ai" (- fY + k) 

x exp(- i.fY(x + y)] ==Bygo 

It follows that Detfo and Detgo satisfy 

(~- kZ + 2 ~ log Detf o) <exp(- ikr)Detgo(Detfo)-t)== O. 

When k - 0, fo and go reduce to fo(t) == - go(t) and we 
recover the classical Marchenko case studied in Sec. 
IVE.3. 

For the extension to the loF 0, k oF 0 case we must re
place ho by hi and construct the corresponding A, as was 
done for the extension of the Gel'fand- Levitan case 
where jo was replaced by 11 and the corresponding A in 
the 1 oF 0 case was explicitly constructed. 

2. I*,O and k "" 0: classical Marchenko inversion 
equations for k = 0 

We consider j.J.==1 and Vt==1(l+1)r-2
o From the dif

ferential equation Vb == ~2 - A' == l(l + 1) r-2 we choose the 
two solutions lr -1 and - (l + 1) r -1. 

a. j.J. == 1 and A ==lr-1: We have the coupled kernels 
UIlK;')), 

f,(x, y) = r '~/k 'x) ii l(k 'y) M l(f?') dk', 

g/ll(X,y)== J h l _1(k'x)h l _1(k'y) Ml(k')dk'. 
(50) 

Taking into account the recurrence relations (a/ox 
+ lX-i) h,(kx) == khl_1 and (- a/ax + lx·i ) hl _1 (!lx) == 'zh, we 
can verify that the relations Axil == B ygl are satisfied, 

b. j.J. == 1 and A == - (l + 1) r-1: We get the coupled 

kernels UI,Ki 2
), 

g ~2) (x, y) == J hl +1(k'x) hl+1(k'y) Me(k') dk', (51) 

and can also verify that (fl' g?l) satisfy the conditions 
of Theorem L 

c. a, b, and Theorem I: From a, b, and the applica
tion of Theorem I, it follows that the differential 
equation 
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(
()2 l(l + 1) ()2 ) W - -----:yy- + 2 W log Det/, y, == 0 

has two solutions y)1) == r- l Detg/1) /Det/, and y:2) 
== r '+1 Detg,(2) /Det/,. Here also we have the integral 
relations y~n = y:J)[cons~ + const2 r dx/( y{ (x»2]. 

(52) 

We recall4 that these relations as well as the sig
nificance of these solutions y~il (i = 1, 2) were previous
ly established in the N/n formalism where the 
Marchenko inversion formalism was restricted to gen
eralized Yukawa potentials. We recall also that these 
integral relations were useful in order to understand 
the physical validity of the inversion (an N/n) formal
ism; right threshold behavior for the S, matrix, ap
pearance of ghosts in the theory, "'. Finally we recall 
that if we identify the I, kernel in Eq. (50) with the 
classical Marchenko kernel, then M, (k) = const(S, (k) - 1). 

VI. INVERSION FORMALISM AT FIXED k (/-I = r) 
FOR I DEPENDENT POTENTIALS IN BOTH 1=1=0 
AND I = 0 CASES 

For the application of Theorem I we do not give a de
tailed analysis as in the fixed 1 case. Instead we present 
only some partial results; the missing ones could be 
easily reconstructed because the method is the same in 
both cases. For instance, we consider only the Regge
Newton1 case a = 0 (the equivalent of the Gel'fand
Levitan case for fixed 1) where the inversion formalism 
is defined on [0, r]. As in the previous section we en
counter an extension of the classical inversion formal
ism, For 1 "* 0, the solutions obtained from the applica
tion of Theorem I lead to 1 dependent potentials, where
as for 1 = 0 we mainly recover the Regge-Newton in
version formalism with 1 independent potentials, 

Independently of Theorem I we apply the formalism 
defined in Sec. II, for parameter dependent potentials, 
to 1 dependent potentials. Although in this paper the 
problem of the construction of the scattering data kernel 
from the data is not conSidered, we give, in this fixed 
k case, some insight in this direction for a particular 
class of degenerate scattering data kernels. 

A. Application of Theorem 1 

1. Construction of the kernels (fk , gk) for I dependent 
potentials 

We start with /-L ==r and V1 == - k 2 + 1 (l + 1)r-2• From the 
diff erential equation V1 == (A//-L)2 + (A/ /-L)' we choose two 
solutions A\ 

(53) 

For each of these choices A' we shall associate the 
kernels Ik' and obtain the solutions V:' In order to build 
up the kernels (fk",gk) from the eigenfunctions ¢~, I/J~ 
we apply the general method developed in Sec, III, For 
¢~ we apply A~¢~= An¢~ given in Eq, (21) and we find 

2{()2 2 l(l+l)} 0 
r ar2 +k - r2 ¢x(v)(kr) == v(v +1) ¢~(v)(kr), 

{
X (X + 1) == v (v + 1) + 1 (l + 1), 
X~ l, 
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1 integer, 1 ~ O. We choose ¢~ == lx where lx (p) 
:'0 constpX+1, For I/J~ we apply the operator /-LB,,/-L -1¢~ == ~~ 
given in Eq. (22) and obtain 

yB~Oxy-l) == </{, 

where we write 1/fx as I/J'(v,l,ky), Let us consider the 
coupled kernels (N,gk); 

It(l;x,y)==- J l/J'(v,l,kx)1/l(v,l,ky)C(v,l)x-1y-1dv 

gk(l;x, y) == J Jx(v)(kx)}x (v) (ky)v(v + l)C(v, l)x-1y-l dv, 

1/l(v,l,kx)== (-x :X +A1}X(v)(kX), 

X(X+1)==v(v+1)+l(I+1), X~O, 

where A' is given in Eq, (53) and C(v, l) is a real 
function, 

(54) 

The potentials reconstructed from Detg ..... are real, 
Taking into account xA!Wx-1

) == - v(v + l)jx and 
yB~(]xY-l) == I/J' we easily verify t~at condition (i) of The
orem I is satisfied. Moreover, jx(O) == 0 for X> -1. The 
boundary condition (ii) of Theorem I is satisfied because 
!ik(l, 0, Y) ==!ik(l, x, 0) == 0, 

2. Irregular solutions when r -'> 0, k' V: :::::: r-' (21- 1)!! 
(~O 

Applying the results of Theorem I to the coupled 
kernels defined in Eq, (54) we see that the functions 

Vi(l, r) == h~(kr)(Detjl) "'r-'k-' (21 - 1) I ! 
Detgk T-O 

are two complex, irregular solutions, when r - 0, of 
the Schrodinger equation 

Lo2 + k2 _ 1 (l + 1) + ~ ..£.. (r(ojar) Detgk}l\ (V!) == 
\ar2 r2 r or Detgk ) k 0, 

(55) 

Because gk, defined in Eq. (54), is 1 dependent, it fol
lows that Detgk and V'" are 1 dependent. Let us not notice 
that in the representation of the gk kernel written down 
in Eq. (54), the term corresponding to v == 0 is not 
present; whereas in the general theory presented in Sec. 
II, paragraph (i), the corresponding term does not 
vanish, This means that there is a restriction for the 
kernel gk (or the potentials) leading to solutions of the 
type given by T~eorem I. AFor the solution U/l == v: we 
check that U~ == h~, Vb == r[h~]-1 such that AS is given in 
Eq. (53), 

3. Regular solutions when r -'> 0, Uk (I, r) ~ r ,+ 1 
[(21 + Of!] -1 ("">0 

From the kernels written in Eq. (54) and the corre
sponding solutions Vk'(l, r) let us define. 

k-'-1 
Uk(l, r) == ~ (V;; (I , r) - V;(l, r» 

== k-I - 1 [Detg k]-1 Im(h ;(kr) DeW), (56) 

Let us recall that in this section k is lixed "* 0 and 
limr _oDetgk==1, limr-o Deifk+== 1, and Imhj(kr)==J,(kr). 
It follows from Eq, (56) that Uk (I , r) r:O rl+1[ (21 + 1)! 1]-1, 
A more careful analYSiS, taking into account 
limr -0 (1m Det/k+) Rehj and limr -0 (Re DetN) Imii; leads to 
the same result, 

Henri Cornille 2153 



                                                                                                                                    

4. Application to I == a connection with the 
classical inversion formalism 7 

For 1=0, we recover the classical inversion formal
ism at fixed k except that the spectral representation of 
the kernel gk has no v = 0 term. Either we put 1 = 0 in 
both kernels of Eqo (54) or we apply directly the method 
of Theorem I to J.l = r, X% = ± ikr. In both cases we get 
the same result, 

gk(O; x, y) = J j v(kx)}v(kY)v(v + 1)C (v, O)(xy)"1 dv, 

g(O;x, y) = - f qf(v, 0, kx)</J%(v, 0, ky)C(v, O)(xy)-1 dv, (57) 

I/J'(v, 0, kx) = (- x :x ± ikX) J v(kx). 

Starting with the kernels written down in Eqo (57), if 
we define Vi(O, r) = exp(± ikr) DeW[Detgk]-1 and Uk(O, r) 
= (V; - V;;)(2ik)"1, it follows that Vi and Uk are solutions 
of the differential equation (55) with the centrifugal 
potential equal to zero. In order to make explicit the 
connection between our formalism in this case (l = 0) 
and Newton's formalism we consider a very simply ex
ample in Eq. (57), where the corresponding kernels 
have only one eigenvalue. Let us put f? = 1 and consider 
the kernels 

g= - l v(x)lv(Y)Cv(xy)"\ va positive integer different of 

zero, 

/"'= V(~:1) (-J~(x)±ijv(x»)(idemx-y). 

We get 

Detg = 1 + Cv j~T J~ x-2 dx, 

% C V IT ",2 "2 . , '":2 -1 
Deti =1- -;:;(v+l) ()v -.Jv)dXHC vJv[v(v+111 . 

o 

The two irregular solutions are V% = exp(± ikr) Det(% 
x[Detg)-1 and the regular one is 

Uo Detg = 1m (exp (ikr) Det!') 

= V(~~ 1) J~ cosr + sinr (t - -;:;(~: 1) 

XfT o~2-n)dX) 
o 

which can be written, with some algebra, as 

(58) 

(59) 

Uo = sinr - Cv3,[Detg ]-1 J~T sinxl,x-2 dx, (60) 

this last expression coinciding exactly with a particular 
solution written down in Newton's paper. 10 

5. I = 0, k == 0 case 

We consider Il=r, X=O, ~=11 =0 and apply the 
results of Theorem I. Let us consider the coupled 
kernels 

(61) 

and the corresponding Fredholm determinants Df = Det( 
=Det[1 +pi)o and D g =Detg=Det[1 +pg)o. For v> -1, 
boundary condition (ii) of Theorem I is satisfied, how
ever, in order that the Fredholm determinants exist it 
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is at least necessary that v> - t 
and the determinants satisfy 

(02 
+ 2 0 (D~)~\(Df) 

or2 :;:: or f Dg ~ Dc == 0, 

(::2 + ~ :r ~~;))(r~;)=o. 
Similarly the kernels 

i= J x-(v+1)y-(v+1)M(v)dv, 

We consider v> 0, 

g = _ f(v: 1) x-(v+1)y-(v+1) ,'1J(v) dv, 

(62) 

(63) 

for v> 0 satisfy the conditions of Theorem I if we take 
a = 00. Consequently the determinants Df = Deti 
= Det[ 1 + pi l;, D g = Detg = Det[ 1 + pg l; also satisfy the 
differential equation (62)0 In Eqo (62) we check that Vb 
=r, U~=1, leadint to Il=r and X=O. 

6. Inclusion of the Coulombic potential 

We always consider a = 0, Il =r, but now 11 = - k 2 

+ 1 (l + 1 )r-2 + 1)r-1• For the solutions r2 (a2 I or2 - 11) ¢~ 
= v(v + 1)¢~ we choose ¢~ = j~ (v), the regular solution 
which behaves like constrX

+
1 when r - 00 From 11 

= I}I 1l)2 + (xl 1l)1 we cho~se XC
,% =r«alor)h~"(k, 1), r) 

x[h7'%(k,1),r)1-1
, where hi'· has been defined in the pre

vious section. For the kernel i k%' C we consider the solu
tion xB~(]ix-1) = I/Jx = 1/J%(1), v, l, k ,x) and finally obtain for 
the coupled kernels (fkc",gk)' satisfying Theorem I, 

N"(l,1);x,y)=- J 1/J'(1), v,l,k,x)</f(1), v,l,k,y) 

X CC(v,l)x-1y-1dv, gZ(l,1);x,v) 

= J 3i (v) (k, 1), x)li (v) (k, 1), y)v(v + 1) 

X x-1y-1cc(v,l)dv, 1/J'(1), v,l,k,x) 

= (-x1:x+ XC •• ) Jx(v)(k, 1), x), 

X(X+1)=v(v+1)+l(l+1), X>O, v>O, 

1 ~ 0, 1 being integer. We can check that ~ = hi" and 
Ub = r[hc, '1-1 in order that Il = r and Xc,. is the one given 
above. 

We can apply Theorem I because xA;(I/J%x-1) 
=-v(v+1)Ji, yB~(]~-1)=I/J\ andJ~(v)(O)=O. We get 

(.£ + k2 _ l(l + 1) _ :!1 + ~ l..- (r(alor ) Detgz))vc,% = 0 
\ar2 r2 r r ar \- Detgg k' 

A DetFC,± 
VC'%=hC,·(k 1) r)_:!_!k_ '" constr-I 

k I " Detg~ roO • 

We could also extend to this case all the results obtained 
above in the non-Coulombic one o 

B. Some results concerning the determination of the 
scattering data kernel 

Forgetting the results of Theorem I we return to the 
general formalism defined in Sec. II and try to make 
explicit (always for jJ. =r) the links between a particular 
ansatz for the scattering data kernel and the phase 
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shifts. There exists an arbitrariness in the determina
tion of the spectral function Ck(v, l) (k fixed) entering in
to the scattering data kernel. We have a function of two 
variables (v, l) to be linked to a set {iii (k)} depending on 
one variable l. This arbitrariness can be reduced if we 
require that the same C (v, l) occurs for different ener
gies kl' k2' •.•• 

1. Inversion at one fixed energy k I 

Let us start with g =xyg of the type 

g(l ;x, y) = - L; Jx(x)Jx (y)Cx (v, l), X(X + 1) = v(v + 1) + l(l + 1), 
v 

(64) 

x"" v, v integer> 0, l integer"" O. From the definition 
given in Eq. (64) it is easy to verify that X - l is never 
an integer for l *- O. For l = 0, x -l is equal to v, so if 
we want in the following that sin[(1T/2)(x-l)]*-0 it is suf
ficient to take odd integer v values. For simplicity we 
put kl = 1, otherwise we could say (as is usually done) 
that k1x -x, k1y -yo We want to find the link between 
Cx(v,l) and the phase shift {Ill (k j)}. 

The solution of the Fredholm linear integral equation 
(7) [where the kernel g is given by Eq. (64)] can be 
written 

(65) 
X or II 

where Ux is the solution of Eq. (12) when uo,,=Jx, 
Ux(r) =ix(r) - JOT ix(t)K(r, t)r2dto (66) 

Thus the knowledge of Ux determines K and conversely. 
The elimination of K between Eqs. (65)- (66) leads to 
the system 

Ux(r)[l +CxLx,x(r)] + L; Ux·Cx·Lx.x·(r)=ix(r), 
x'#x 

X(X+1)=v(v+1)+l(l+1), (67) 

where we have put Lx.x·(r) = f/ Jxix' r2 dt. We have in 
Eq. (67) a linear system for the determination of the 
set {UJ. Note that the determinant of the system llhs 
of Eq. (67)] is also the Fredholm determinant of the 
integral equation (7) giving K from go This determinant 
is Dg(r)=Detg=Det[l +g]o=Det[l + (xy,-lg ]o. We recall 
the following result gotten in Ref. 8: If Det[l +pg];*O 
for I p I ~ 1, then Det[l + pg]o *- 00 We assume that we are 
in this case (otherwise Regge ghosts could occur in the 
theory) and consequently Dg(r) *-0 and the set {Ux(r)} 
solution of Eq. (67) exists for any r value. Further
more, Vi has no second order poles for r"" O. For in
teger l, the physical solution corresponding to.l:!4o (12) 
can be written 

(68) 

where we replace {Ux} by the solution of Eq. (67). It 
follows that the rhs of Eq. (68) can be written in terms 
~f known functions Lx.x~r), Dg(r)Il, Lx,x(r), LX,I(r), 
jx, and the unknown Cx(v,!). 

If we substitute t~e asymptotic behavior U,(r) ,..::~A, 
Xsin(r -l1T/2 + Ill)' jl '" siner -l7T/2), Lx,x'(oo), D,.(oo),"', 
then from both sides of Eq. (68) we get a set of rela
tions between {<'il} and {Cx(v,!)}. 
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In order to see more clearly that happens, we con
sider the case of one and two terms in Eq. (64) or one 
and two eigenvalues for the kernel go 

Case of one eigenvalue: 

g(l; x, y) =xyg = - ix (x)ix(Y)Cx(v, l), 

X(X + 1) = v(v+ 1) +l(l + 1), 
(69) 

with X"" v and v an odd integer such that sin[ (7T/2)(x -l)] 
*- O. The solutions for r fixed are 

Ux=}x[Dg]-I, Dg(r)=l+CXLx,x(r) 

UI =i, - Cxi xL r,x[Dg]-I. 

For l = 0, we recover for Uo(r) the result given by Eq. 
(60b). Now we investigate the behavior when r- 00, 

taking into account 

L (00)- sin[(7T/2)(x-l)] Lx.x(oo) = 2(2;+1)' x.' - (X-l)(l+X+l)' 

We get 

Dg(oO)A, exp(illl) = Dg(oo) - CxLx•r (00) exp[i7T(l - X)/2]. 

If we define C\ = Cx (v, l) = CxLx, I (00) sin[ (1T/2)(l -X) 1 we 
finally have 

C - C(v l) _ Dg(oo),-:,t~a=n7'lil:-:--:::----:-;-
x - ,- _ 1 + tanli l cot«1T/2)(l - X» , 

tanli l = CA (cot «rr/2)(l - X)))Cx - Dg (oo)]-I. 
(70) 

If we except the exceptional values for which the de
nominators in Eq. (70) can vanish we see that the set 
{lir} determines the set {C(v, l)} where v is fixed and 
conversely. There remains of course the arbitrariness 
in the choice of v. In conclusion for the set {liz} and the 
ansatz kernel Eqo (69) there exists a family (depending 
of one parameter v) of potentials leading to the same 
phase shifts. 

Case of two eigen1)alues: 
1-2 

g(l;x,y)=xyg=- L; Cx.1x
l
(x)}x.<y), 

i=1' , 

(71) 

VI' positive integers but not being necessarily both odd 
integers. We get for the intermediate solutions UXi(r), 

Ux D,.=)x +CX OX Lx x -Jx Lx x), i*-j, i=1,2, j=1,2, I I J I J' J J I' j 

Dg=[l +CX1 L x1,xj][1 +Cx2 L x2,X2]- CXICX2L~1'X2' 

For the physical solutions UI(r), we obtain, when r - 00, 
2 

Dg(oo)Al sino l = - L; Cx .al + Cx Cx (a3 + a4), (72) 
i=I' t 2 

with a i = LXl,l (00) sin[(7T/2)(l- XI) 1 for i = 1, 2, and a3 

=sin[(7T/2)(l- Xl)](LxIX2(oO)Lx2.r(oo) - LX2X2(00)Lxl,l(oO), 

a4 = (sin(7T/2)(l - X2»(Lxt,X2 (oo)Lx!, ,(00) - LXl'x/oo)Lxj.1 (00». 

Let us define bl = a i cot[ (1T/2)(l - XI) 1 for i = 1 and 3, and 
let bl = al cot[ (1T/2)(l - X2)] for i = 2 and 40 We get 

Dg(oo)AI coslil = Dg(oo) - Cxjbt - Cx2 b2 - CXtCx2(b3 + b4), 

C
x 

= tanli,Dg(oo) - CXt(aj- bj tanllz) 
2 b2 tanlil - a2 + CX/a3 + a4 - b3 tanli l - b4 tanllr ) • 

(73) 
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First we consider the problem of transparent potentials 
or {oJ={O} for all phYSical I values. We can always 
choose C(IIt,I) and C(1I2,1) in such a way that for any 
integer I ~ O. the rhs of Eq. (72) is zero. Secondly we 
see that if the two sets {Ol} and {C(v1,l)} are given, as 
well as the v2 value fixed,. then C(v2 , l) is determined by 
the rhs of Eq. (73). It follows that from any arbitrary 
{C(v u l)} and arbitrary v2 , one can determine C(v21 l). 
If instead of two eigenvalues we take three terms in fj, 
from {Ol}, {C(v1,l)}, {C(v 2 ,Z)}, and V3 arbitrary, we 
shall find a relation which determines C(v3 , n. 

In conclusion, these I-dependent potentials given by 
an ansatz of the type Eq. (64) are less constrained than 
the corresponding ones for I-independent potentials (see 
for comparison Newton's paper). 

2. Inversion at two fixed energies k 1 and k 2, at three 
fixed energies k I, k 2 , k 3, ... 

This arbitrariness, which could appear at first glance 
as a drawback of the parameter inversion formalism is 
perhaps an advantage if we try to introduce more ob
servables in the problem. 

For instance, let us return to the ansatz of the type 
written down in Eq. (71) with two terms. We introduce 
two sets of phase shifts {51 (k i )}, j = 1, 2 corresponding 
to two different energies ki and kL and ask if they can 
lead to the same Cxl (IIj,I) in both cases. We reintroduce 
the symbol k j in the kernels, 

1=2 

gk (l;x,y)=- 0 Cx.(IIj,l)Jxj(kr )Jx.(kJy), j=1,2, i=1,2. 
J 1=1' • 

If we go on the formalism (like in the previous case) we 
see that Eq. (73) is replaced by two similar equations of 
the type 

CXta j + CX2 a 2 + CXjCX2aa= a 4, 

Cx1 {31 + Cx2 i'3z + Cx1Cx2{33 = {34, 
(73') 

where the al and (3j are known once vj,l,k i , ol(kJ) are 
given, the aj corresponding to kl and the {3j to k2. Let 
us assume that vl and 112 are fixed (not necessarily both 
odd integers), then from (73') we could in general deter
mine CX/vbZ) and CX2 (v2,l) for any 1 value. We have 
thus reduced the arbitrariness by requiring that the 
potentials reproduce the phase shifts for all physical 1 
values and two different energies. Of course, from the 
fact that C x .( v;, Z) are the same for kl and k2' does not 
fOllow that the potentials are the same because the 
weight functions, fx,(k,x) and f X2 (k 2x) in the kernel gk

1 
and gk are different. If in Jf we consider three terms, 

2 . 
we could in principle introduce three energIes, .. " and 
so on, 

VII. SOME EXAMPLES OF THE APPLICATION OF 
THEOREM I TO CASES NOT CORRESPONDING 
TO J.1 = 1 OR J.1 =r 

Theorem I is not restricted to inversion at fixed I or 
at fixed k (it has perhaps even a more general meaning 
than inversion scattering). We give some other exam
ples which must be considered only as mathematical 
illustrations of the large domain of application of this 
theorem. 
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A. Determination of pairs (A. J.1l from pairs (Vo9 , V; ) 

The link between these two pairs of functions is given in 
Theorem I and can be written 

A~U~ = 0, U~ = exp J T A/l-L dx, 

dorPo = 0, rPo = M exp(- r;../ M dx), 

rPoU~ = M, Ub :r U~ = Ao 

(74a) 

(74b) 

(74c) 

Let us consider U~.l and U~.2' two independent solutions 
of (7 4a), and Ub, 1 and rPo. 2, two independent solutions of 
(74b). The general pair of solutions (A, M) depend on four 
arbitrary constants a, (3, Y, 0 and can be written from 
(74c) as 

M(r) = (aUt)r) + j3 Ut2 (r»(yrPo. 1 (r) + Wb, 2(r», 
(75) 

( au~.1 (r) 0 If \ ( f 5 Uf ) 
A(r) = a or + j3 iJr UO• 2J yUO,1 + 0,2' 

(a) As a first application we consider 11 = V~ = O. 
From Eq. (75) we get (Il = (ar + (3)(yr + 5), A = a (yr + 5». 
For instance, as particular examples we get (M = 1, 
A=O), (M=r, A=O), (M=r, A=O), (M=r2,A=r), .... 

(b) As a second application we consider Po = 2r-2
, 

Vt) = O. The general solution given by Eq. (75) is 
(M = (a r + (3)(yr2 + or-1), A= a(yr2 + 5r-1», and as particu
lar examples, we give: (M=1,A=r-1

), (M=r3,A=r2), 
(M =r2, A=O), (j.J. =r-1, A=O),"" In all these cases we 
could construct the corres{londing kernels (f, g) and get 
the solutions given by Theorem I. 

B. Examples: explicit kernels (f, g) in two cases where 
J.1 =1= 1 and J.1 =1= r 

(a) (Il = r2, A = 0) which, as we have seen, is a particu
lar solution of Vt) = 0, 11 = 2r-2

, The coupled kernels 

f= J (1 + v/x) exp(- v/x)(1 + vIY) exp(- v/y)C(v)dll, 11·0, 
(76) 

g= - J exp(- v[x-1 + y-l)(xyr1v2C(v)dv, 

satisfy the conditions of Theorem I. It follows that 
their determinants defined on [0, r 1 verify: 

AIf(~~:)=o or (o~~- VIf) (u~~:)=o, 
UK - 1 vt" - - 2r-2 ~ (r2!Z:.) 
0-, - or D,' A' fu'~)=o \' ° D, ' 

vi = 2r-2 _ 2r-2 ~ fr 2 Df) . 
or\' D, 

(b) (/l=r"+t, A=[(n+1)j21r") which is a pair of solu
tions corresponding to Po = ~ = (n2 - 1 )r-2

• The coupled 
kernels 

f= I exp[- v(x-n+ y -")](xyr(n+U/2D(v)dv, v> 0, n> 0, 
(77) 

g=- I exp[- v(X-n +y-n)](xyr(n+1>/2D(v) dv, 

satisfy the conditions of Theorem I, consequently their 
determinants defined on [0, r] verify 

AIf~UKD')=O t!~U!~)=0 UK=U'=r(n+j)/2 
0D ' 0D ,0 0 , 

If , 

vt" = V~ - 2r-n-1 :r (rn+l ~:), vi = Po - 2r-n-1 :r (rn+1 ~:). 
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VIII. CONCLUSION 

Our main result is a mathematical theorem (Theorem 
I) which connects two arbitrary second order differen
tial operators (a2jar2 - l1(r» and (a2jar2 - Vb(r» with 
second order differential equations for two coupled 
Fredholm determinants in the following way. First we 
take two eigenfunctions (u~ and ub with eigenvalues zero) 
of these differential operators and with them associate a 
pair of functions (fl =ubug, >"=U6(gjar)ug). Secondly, we 
construct a pair of symmetric kernels (f,g) satisfying 
both coupled first order partial differential relations 
associated with (fl, >..) and well-defined boundary condi
tions. Thirdly, we associate with these kernels their 
corresponding Fredholm determinants D/{, Df • The 
final result is that ugDfD~l or u6DgDj' are solutions of a 
Schrodinger-inversionlike equation for the potentials 

TN = l1- 2fl-1 :r (IJ.D;lD;), vt = Vb - 2fl-1 :r (flDjl Di). 

We have focused Our attention on the interpretation of 
this theorem in the inversion formalism although it has 
certainly a larger domain of application. In this way we 
have seen that the classical inversion formalism at 
fixed 1, where the potential is k independent (or at fixed 
k with I-independent potentials) can be generalized in 
order to include k-dependent (or 1 dependent) potentials, 

Let us remark that for an lth partial wave, the prob
lem of the determination of a unique, local, k-inde
pendent potential, pioneered twenty-five years ago by 
Gel'fand-Levitan although clearly a respectable 
academic mathematical problem (which recently appears 
as a useful tool in the problem of nonlinear partial dif
ferential equations) nevertheless has had very few prac
ticable applications in nuclear physics. However, it is 
now phenomenologically and theoretically widely ac
cepted that such two- body forces are either nonlocal or 
k dependent. 11 

Parameter dependent potentials are in general less 
constrained than the corresponding independent-param
eter ones, however, we could perhaps take advantage of 
this arbitrariness in order to introduce more observa
bles into the problem, For instance, the scattering data 
kernels gz (or gk) generating k-dependent (or l-depen
dent) potentials are of the type 

gz = I )1 (-./k2 + k'2x»)z(-./k2 +k'2y ) C I(k, k ')dk' 

[or gk=f Jx(v)(kx)Jx(v)(ky)Ck(v,l)dv]. The arbitrariness 
comes from the fact that instead of obtaining at fixed I 
a function of one variable C(O, k') [or Ck(v, 0) at fixed k] 
to be linked to a function of one variable o,(k') [or a 
set {IJI(k)} at fixed k] as in the conventional inversion 
formalism in Ref. 1 (or in Ref. 6), we have at our dis
posal a function of two variables CI(k, k') [or Ck(v,I)], 
A very rough counting argument would suggest that it is 
perhaps more convenient to introduce as data a function 
of two variables 0 (I, k) in order to try to determine a 
function of two variables C (k, k '), 1 independent [or 
C(v, 1) k independent]. Practically we could try to see if 
similar CI (I independent or weakly 1 dependent) could 
reproduce two or more phase shifts II I (k). In the same 
way, perhaps similar Ck (k independent or weakly k 
dependent) could reproduce the sets {II,} for two or more 
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k values; for instance one small and another large. Let 
us remark that even the same C I (k, k I), l independent 
[or the same Ck(v,l), k independent] does not lead to 
the same potential because, in the kernel generating the 
potential, the weight function II «k2 + k 12)1/2 x) [or 
Ix (v)(kx)] are different for different I values (or k 
values). 

Let us add two final remarks. From the potential 
theory point of view one may remark that outside the 
local potential context, very few results have been 
established, and thus this work could be the starting 
point for future theoretical investigations of k-dependent 
potentials, for instance, the general construction of the 
scattering data kernel from the physical data. In a re
cent paper9 it was emphasized that there exists a great 
unity in the inversion framework, and that inversion at 
fixed I or at fixed k are two different investigations of 
the same theory, The fact that our Theorem I can be 
applied in both cases is also an illustration of this point 
of view. 
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APPENDIX A 

For the reader not familiarized with inversion formal
ism we give a brief sketch of the proofs of Properties 
I and It 

Property I: We apply Ao(r) - Ao(a) to both sides of Eq. 
(7), with Ao given in Eq, (4), and take into account Eq, 
(5), 

(Ao(r) - Ao(a»[K(r, a) + j~4 fl-2 (t)g(f, a)K(r, f) dt] = 0, 

(Al) 

It is easy to get by differentiation and integration, 

Ao(r) Ir4gKfl-2 df= I r4g ti-2 Ao(r)K(r, f) dt + A, (A2) 

A=- 2(r)!L(g(r,a)K(r,r»)_ (rC{r a)(~ K(r, f») 
IJ. dr j.L2(r) j.L g, iJr j.L(r) for' 

From f K(r, f)j.L-2(f)(Ao(a) - Ao(t))g(t, a)df= 0 and the 
boundary condition given by Eq. (8), we get 

Ao(a) I r
4
gK j.L-2 df = j~4g/l-2 Ao(r)K(r, t) dt + B, 

B = - K(r, r)(:tg(f, a») for + g(r, a)(~K(r, t)) f.r' 
It follows that (Al) can be written 

(Ao(r) - Ao(a»)(K(r, a» + i
r

4
g/l-2(Ao(r) - ~o(t»K(r, I)dl 

=B-A, 

_ _ - !L(K(r, r») 
B A- 21J.(r)g(r,a)dr /l(r) , 

or using the definition of A given in Eq. (9), 

(A3) 

(A(r) - Ao(a)}(K(r, a» + irag(t, a)/l-2(f)(A(r) - Ao(t)i(r, t)dl 

=0. 
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Since homogeneous integral equation of Eq. (7) has only 
the trivial solution, we get the result of Property I, 

(<l(r)- <lo(a»K(r, a) =0. (A4) 

Property II: We apply Mr) to both sides of Eq. (12), 

<lUn= ~[Yn + 2~ :r(~~;r») ] + ~2(o~22 - v) 
X fa u;.~-2K(r, t)dt, (A5) 

r 

and we differentiate the last term of the rhs of (A5) and 
get 

<lUn=D+ Ira ~(t)~-2(t)<l(r)K(r, t)dt, 

D= ~{Yn+ ~ :r(K~~~~») - ~(:r(~~tf)) I;r 
- d~} - dlA +K(r,r)~-ldr -K(r,r) d/' 

From the identity 0 = Ira K(r, t)~ -2(t)(llo(t) - y n)U~(t) dt 
and the boundary condition (13) we get 

0= Ira u;.1l-2(1lo (t) - Yn)K(r, t) dt + C, 

- dTfi. (oK ) C = - K(r, r)a;:- + ~(r) ~ (r, t) t;r
o 

It follows that (A6) can be written as 

<lUn = Ira u;.11-2(<l(r) - llo(t) + Yn)K(r, t)dt + D - C, 

with D - C = Ynu;.o If we apply property I we get 

llUn= Yn{u;. + J~a~~-2Kdt}=YnUn' 

which is property IIo 

APPENDIX B 

(A6) 

(A7) 

We want to investigate the behavior of the kernel g; 
when k is small, so we consider 

g;(k;x,y)= I CP;(k, kj,x)CP;(k, kj,y)C/(k, kl)dkt (B1) 

with 

cp;(k, k 1,x) = (;x + A+(kX») JI(-/YX), Y =k2 + ki, 

A + = -(:x h;(kX») (h;(kx))-t. 
(B2) 

Taking into account the recurrence relation (a/ax + Z/x) 
Xh;(kx) =kh;_1(kx) we get 

A+_~_kiil-1(kX) (B3) 
- x hi (kx) 

Writing hi (p) = nl ( p) + iJ r( p), and taking into account 

limplnl (p)[ (2l - 1)! 1]-1 = 1, lim(2l + 1)! ! Ji (p)p-I-1 = 1, 
p~ p~ 

(B4) 
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and substituting (B3) and (B4) in (B2), we get for small 
k 

Re<t>;(k,kj,x) ""k t )l_t(k1x) 
k -0 

ki+t A 

Imcp;(k,kj,X) k~ - [(21-1)! 1]2 x
2i

jr(k tx). 

Finally, for small k, the kernel g; has the behavior 

Reg;(k;x, y) ~ I kiJr_t (k txl]l_l (k 1x)C,(O, k 1) dkb 

(B5) 

(B6) 
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Uniqueness of perturbation of a Reissner-Nordstrom black 
hole 

Chul Hoon Lee and W. D. McGlinn 

Department of Physics, University of Notre Dame, Notre Dame, Indiana 46556 
(Received 20 May 1976) 

Coupled gravitational and electromagnetic perturbations of a Reissner-Nordstrom black hole are 
analyzed using the Newman-Penrose formalism. It is shown that Xf(=31j12<j>g-2,PtIjlf) or 
xl!. 1 (=31j12<j>~ - 2<j>11jl~ determines the perturbations except for those corresponding to an infinitesimal change in 
the mass, charge, and angular momentum parameters of the black hole. 

I. INTRODUCTION 

Some time ago, Wald1 analyzed gravitational pertur
bations of a Kerr black hole using the Newman-Penrose 
(NP) formalism and proved that either of the perturba
tions </!~ 2 or </!: alone uniquely specifies the nontrivial 
part of a gravitational perturbation of a Kerr black hole 
and that with </!~ (</!:) = 0 the only well-behaved solutions 
of the perturbation equations are those corresponding 
to a change in the mass and angular momentum 
parameters. 

Since it appears that a black hole can possess a net 
charge, 3,4 it is of interest to extend the problem to the 
charged case. In analyzing perturbations of a charged 
black hole one cannot treat the gravitational and the 
electromagnetic perturbations separately because one 
gives rise to the other through a nonzero first order 
perturbation of the stress-energy tensoL Hence one 
has to solve for the tetrad components of the Weyl 
tensor (</!o, </!1' </!2' </!3' </!4) and of the electromagnetic field 
tensor (CPo, CPI' CP2) simultaneously. 

In Ref. 5 coupled gravitational and electromagnetic 
perturbation equations connecting </!~ (</!:) to xf (x~1) are 
derived. The particular combinations xf '" 3</!2CP~ - 2CP1</!f 
and X~l "'3</!2CP~ - 2CP1</!~ occur in the equations as they 
are invariant under infinitesimal tetrad transforma
tions while cP~, cP~, </!f, and </!~ are not (see the 
Appendix). 

The ingoing electromagnetic and gravitational radia
tions at infinity can be calculated immediately from 
</!~ and X f alone and the outgoing radiations from </!: and 
X~l alone. 

When restricted to the nonrotating case (Reissner
Nordstrom black hole) the coupled equations separate 
and the problem reduces to solving ordinary differen
tial equations. In this paper we restrict ourselves to 
discussing perturbations of a non rotating black hole. In 
Sec. II, the coupled equations of Ref. 5 are written in 
a slightly different form because of a different choice of 
the coordinate system" We use these equations to show 
that xf (X~,) uniquely determines </!~ (</!~)" 

In Sec. III, it is shown that </!~=xf=o implies X~l 
=</!: =0. Finally in Sec. IV, we show that with </!~ =xf 
= </!: = X~l = ° the only well-behaved solutions for </!~ and 
cpf are the ones corresponding to an infinitesimal 
change in the mass and charge parameters and an addi-
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tion of small angular momentum to the black hole. This 
result is discussed in Sec. V. 

In the null coordinate the Reissner-Nordstrom 
metric is 

( 
2Mr_Q2) 

ds2= 1- r du2+2dudr-r 2de 2-rsin2edcp2. 

(l.1) 

We use the tetrad whose components are 

l" =o~, 

(102) 

" 1 (" i ") m = /'lr 03 + sine 04 , 

where A=r-2Mr+Q2. 

The resulting tetrad components of the Weyl tensor 
are 6 

and of the electromagnetic field tensor are 

Q 
CPO=CP2=0, CPl=2r" (1.4) 

The spin coefficients are 

K=a=X=v=E=r=1T=O, 
1 

p=- r' tJ _ cote cote 
f-' - 2..rlr' Q' = - 2/!r ' 

A A r-M 
jJ. = - 2r' Y = - 2r3 + 27 " 

II. COUPLED EQUATIONS FOR I/Ig AND xr 
(1/1 ~ AND x~d 

(1. 5) 

Coupled perturbation equations connecting </!~ with 
xf and </!: with X~l are derived in Ref. 5 for the Kerr
Newman background metric. As is shown there, these 
equations can be separated for the non rotating case by 
writing 

</!~ =exp(- iwu) exp(imcp) 2 Y;n(e)Rl2)(r), 

(2.1) 

X~l = exp(- iwu) exp(imcp Ll Y;n(e) 2~ exp(- 2iwr')R\-l)(r), 

</!~ =exp(- iwu) exp(imcpL2y;n(e) 4~ exp(- 2iwr')R~-2)(r), 
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where the angular functions, sYI"(9), are the spin 
weighted harmonics and dr' = (r/ a) dr. The equations 
for the radial functions are 

[a d~ + (± 2iwr +6(r- m) - r(3~~~a4Q2») d~ 
± iw (lor _ _ ~Q2r \+ + 2Q2 _ 4Q2(r + 2Mr - 3Q2) 

3Mr _ 4Q2} r r r(3Mr _ rQ2) 

_ 3Mr-4<l(l_1)(l+2)lRt02) 
3Mr-2~ J ' 

= - 2I2"Qv'(t-I)(l + 2)-f3 (~ + ~ 4Q2 ) 
3Mr-2Q2 dr r - r(3Mr-4Q2) 

XRl~ll, (2.2a) 

r dZ 
( 6a 2Q2a ) d La dr + \± 2iwr +r(r-M) + r - r(3Mr- 2Q2) dr 

12
' 18r-24Mr+2Q2 12Q2a 

± zwr+ . .2 
f - r(3Mr-2Q2) 

_ 3Mr_2Q2 (l_1)(l+2)l RCtl) 

3Mr- 4Q2 J ' 
_/2Q3,t(l-I)(Z+2)a(d 2' r 2 
- -f3(3Mr- 4Q2) dr ± tW~ - r 

4(r-M) 2Q2 ) (02) 

+ -a-- - r(3Mr _ 2Q2) R, • (2.2b) 

These equations are slightly different from the radial 
equations in Ref. (5) due to different choice of the 
coordinate system in this paper (Xl = U == t - r'). Notice 
that Z? 2 for R:~2) and Z? 1 for R:~ll. For 1 == 1, R:~2) is 
automatically zero so that Eq. (2.2a) gives 0 =0 and 
Eq. (2.2b) gives 

[ 
d2 ( . 6a 2Q2a ) d 

a dr + ± 2zwr +r(r- M) + r - r(3Mr- 2Q2) dr 

12' + 18r-24Mr+2Q2 12 Q2a] (~l) 
± zwr r - r(3Mr _ 2Q2) R 

=0. (2.3) 

When R:~l) ==0, Eq. (2.2a) can be rewritten as 

r1ad 2a 2( ) 2Q
2
a 2Q2a) L\ dr + r + r- M + r(3Mr- 2Q2) - r(3Mr- 4Q2) 

x(d 2' y2 2 + 4(r-M) 2Q
2

) AJ 
dr ± zw a - r a - r(3Mr-2Q2) + 

XR:~2)=0, (2.4) 

I 
III. PERTURBATIONS WITH 1/1~ = xr = 0 

where 

A=±iw(2r- 4Q2r )-2- 3Mr-4Q2 
3Mr- 2Q2 3Mr- 2Q2 

4Q2 
x (Z - l)(Z +2) + 3Mr- 2Q2 . 

Eq. (2. 2b) becomes 

( .!:... ± 2iw r _ ~ + 4(r- M) _ 2Q2 )R(~2) =0 
dr a r a r(3Mr- 2Q2) , . 

From Eqs. (2.4) and (2.5) 

AR:~2)=0 

(2.5) 

(2.6) 

which yields R:~2) =0 as A is not identically zero. This 
concludes the proof that xf (x~l) uniquely determines 
l/J: (l/J:). The converse of the above statement is not 
true because with l/J: (l/J:) = ° there still exists a solution 
for xf (X~l) 

xf =exp(- iwu) exp(imcp) JI"(e)R11l (r), 

X~l =exp(- iwu)exp(imcpLJI"(e)2~ 

xexp(- 2iwr')R~-l)(r), (2.7) 

with R~tl) satisfying Eq. (2.3). 

This solution for Ri+l
) with w nonzero and real cor

responds to ingoing dipole electromagnetic radiation at 
infinity with no ingoing gravitational radiation. It can 
be shown from the connection relations of Ref. (5) 
lEqs. (3.11) and (3.12)] that the resulting outgoing 
radiation for this solution is pure electromagnetic. 

For l? 2, one can get a completely decoupled equa
tion for Rl~l) (R:~2» by applying a first order differen
tial operator on Eq. (2.2a) [Eq. (2. 2b)] and a second 
order differential operator on Eq. (2.2b) [Eq. (2.2a)] 
and thus eliminating R:~2) (RlH » by subtraction. 5 The 
resulting equation is a fourth order differential equation 
whose solution has four degrees of freedom. The 
asymptotic solutions at infinity (r- 00) with w *0 are 

R(~2) _ exp('f 2iwr') exp(T 2iwr') ~ 1 
, r' r 3 'r5 'r6' 

R(H) _ exp(± 2iwr') exp(± 2iwr') 1 1 
, y4 y5 'yS'yS' 

In this section we prove that X~l =1jJ: =0 if l/J~ =xf =0. First we start with the case where w *0. One group of 
quantities (l/J~, xf) is related to the other (l/J~, X~l) through Bianchi identities. Since the equations connecting them 
involve the complex conjugate of some quantities we take the following forms for l/J~, xf, X~l> and l/J: for a given w: 

1jJ~ =exp(- iwu) exp(imcp) 2YTRl2) 

- exp(iw*u) exp(- imcp) 2 Y'jm I'l2), 

xf =exp(- iwu) exp(imcp) 1 YTRll
) 

- exp(iw*u) exp( - imcp) 1 Y'jm I'll) , 

X~1 =exp(- iwu) exp(imcp L1 Yj" 2~ exp(- 2iwr')Rl- 1
) 
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- exp(iw*u) exp(- imcj» -1 Y'im 2~ exp(2iw*r')~-1), 

zp~ =exp(- iwu)exp(imcj»_2YT 4tl.; exp(- 2iwr')Rl-2) 

- exp(iw*u) exp(- imcj» _2Y'i m :; exp(2iw*r')pl-2), 

where w is any complex constant and ~*ll* and pl·2)* satisfy the same equations as Rld) and Rj*2) do. 

Using the asymptotic solutions Eq. (2.8), one gets the following forms at infinity: 

zp~ =exp(- iwu)exp(imcj» 2YT [A (2) exp(- 2iwrl~ + ... ) + B(2)(~ + .. -)] 

- exp(+ iw*u) exp(- imcp) 2Yim [C (2 ) eXP(2iw*r')~ + ... ) + D(2)(~ + ... )], 

xf =exp(- iwu) exp(imcp) 1 YT[Alll exp(- 2iWr"~4 + .. -) + Blll(~ + .. -)] 

- exp(iw*u) exp(- imcp) 1 Y'im [cP) eXP(2iw*r'(~ + ... ) + DP) (:6 + ... )] , 

[
A(-ll (1 ) B(-l) . /1 )1 

X~l =exp(- iwu) exp(imcj>l.l YT + ?+ ... + -+- exp(-2zw*r' \rs + ... IJ 

. [C C
-
ll 

(1 ) Dl-1
) • j1 )] - exp(iw*u) exp(- tmcj» _J'jm -+- r4 + ... + -2 - exp(2tw*r' V + . . . , 

[
CC_2) (1 ) DC-2) /1)] 

- exp(iw*u) exp(- imcp) _2Y'jm + r +... + T exp (2iw *r' \rs +.. . . 

(3.2) 

The connections between the coefficients for a real ware given in Ref. 5. They can be easily generalized to a 
complex w case and the results are 

l(l + 1) Q2 
0 

V2"Q\/(i - 1m +2) 
-~ 3iwM 12w2M 

Q2 l(l + 1) V2"Q3v'U -1m + 2) 0 
3iwM -~ 12w2M 

0 
V2"Qv'(Z - IHl + 2) (l- 1)l(1 + 1)(Z + 2) 3M Q2(Z + 1)(l + 2) 

6w2M 16w4 4iw3 + 12iw3M 

f'lQv'(l- 1HZ + 2j 
0 

3M + Q2(l- 1)(Z + 2) (l- 1)l(Z + 1)(1 + 2) 
6w2M 4iw3 12iw3M 16w4 

(3.3a) 
l(l + 1) Q2 

0 
f'lQ3v'(l-lm + 2) 

-~ - 3iwM 12w2M 

Q2 l(l + 1) f'l Q3v'{l- 1 Hl + 2) 
0 CC-l)* 

- 3iwM -~ 12w2M I 
~ 

0 
V2"Qv'(l- 1)(l + 2) (Z -1)l(l + 1)(l + 2) 3M Q2(l-1)(Z+2) AC-2) 

--- 6W2~- 16w4 - 4iw3 - ~iW3 M I 

f'lQv'(l- 1HZ + 2) 3M Q2(Z_ 1)(Z + 2) (l- 1)(l + 1)(l + 2) CC-2)* 
6w2M 0 - 4iw3 - -1Uw3;U-- --~-- I 

(3.3b) 

These connection equations are also good for I = 1 with 
A1*2)=B1*2)=c1*2)=D1*2)=0. When zp~=xf=o, All) 
=A?)=B~1l =B:2 )=C:1l =C?)=D:1)=D:2 )=O and Eq. 
(3. 3a) yields 

/has to be zero. The condition on w for the vanishing 
determinant is 

(3.4) 

For A~·l), Al·2
), cl·l) and cl·2

) to have any nontrivial 
solutions the determinant of the matrix in Eq. (3.3b) 
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= .3Ml(l+1) [(1 + 4Q2 (l_1)(l+2))1/2 1,1 
w ± t 811 9~ ± J' (3.5) 

To treat the case where w = 0, instead of obtaining the 
connection equations valid when w = 0, we proceed in the 
following simpler way. First we set cp~ = cj>~ = 0 without 
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loss of generality (see Appendix). Then the following 
perturbation equations of Bianchi identities7 : 

yields KB = aB = 0 when IjJg = z}!f = O. Furthermore, by 
performing appropriate infinitesimal tetrad and coor
dinate transformations we set 

(3.8) 

Imposing these conditions we obtain the following 
perturbations of Maxwell's equations, 8 NP equations, 7 

and Bianchi identities: 

(D - 2p)¢f = 2¢ 1pB, 

6¢f= ~e+2¢1TB, 

6*¢B - Q t 2* 2'" 7TB 
1- r" - '+'1 , 

(~+21l)¢f= ~ X2_ SIl B, 

3(D - 3p)</!~ - 4¢1(D + p)(¢f + ¢tB) 

= 3 (3</!z + 2¢u)pB _ 4¢u (pB + p*B), 

where XU =n",B and ~ '" =m",B, 

Integration of Eq, (3.11) yields 

aO + iAo 
pB=-r--

(3,9b) 

(3 9c) 

(3.9d) 

(3,10a) 

(3,10b) 

(3, 10c) 

(3.11) 

(3.12) 

where aO and AO are real and independent of r. Hence
forth the superscript "0" represents real functions 
which are independent of r and infinitesimal. We make 
aO = 0 by an infinitesimal coordinate transformation 
r - r + aO(u, e, ¢) which does not affect Eq. (3.8). Then, 
integrate Eqs. (3, ga) and (3.10a) to obtain 

iQAO bO + iBo 
¢f = - ----:ys- + -,yr- , 

,/,B _ 3Mr-2Qz 'Ao+ 4Qbo + cO+iCo 
'¥2 - r5 1 r"4" r (3.14) 

SUbtracting the complex conjugate of Eq. (3.9b) from 
Eq. (3. 9c), we obtain 

*B B _ . f7f ( a i a) (AO BO) 
T +7T -tv.c. ae - sine 8¢ r - r . (3.15) 

The equation for Iji~, obtained by subtracting the com
plex conjugate of Eq. (3.10b) from Eq. (3.10c), is 
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(D - 2p)lji: = 6*(1ji: -ljitE) + (3</!z - 2¢11)( T*E + 7TE). (3, 16) 

Now integrate Eq. (3.16) with the use of Eqs. (3.14) 
and (3.15) to get 

-r 
i/J:=QX~l 

= i{7J (:e - s:ne a~)(Q~o - (3M/2~O + CO) 

+ cf' + iDa 
Z • r 

(3.17) 

This result indicates that the radial part of ljif 
=exp(- iwu)exp(im¢LlYT(e)Tt(r) has to be of the form 

) - ~ ( ) Tt(r = Q exp(- 2iwr')R,-1 (r) 

a l a 2 a3 
=r+Y+r4 ' 

(3.18) 

Notice that the restriction w = 0 has not been made yet. 

When Z = 1, Tl (r) has to satisfy the following equation 
obtained from Eq. (2.3): 

r~(3Mr- 2Q2)~ + (2iWr(3Mr- 2Q2) + ~~(9Mr- 8
Q2

)) L dr r 

x d~ + 12iwr(Mr- QZ) + 12Mr- (36~ + 16QZ) 

+ 50MQ2 _ 16Q4JT =0 
r r 1 

(3.19) 

Putting TI(r) in the form of Eq. (3.18) into Eq. (3.19) 
one can see that unless w = ±i(3M/2Q2), a l = a z = a 3 = O. 
When w = i(3M/2QZ), Tl =a 1r 2 and when w = - i(3M/2Q2), 
T, = a Jr2 - (4Q2/3M)r- 3 + (4Q4/9M2)r4]. These condi
tions on ware included in Eq. (3.5) obtained by a dif
ferent procedure. 

When Z> 2 and w = 0, the decoupled equations for 
Tt(r), obtained by using the method mentioned in Ref. 5, 
has the following asymptotic form at infinity (r- (0): 

(
..£...... + 18 ~ + 96 - 2Z(Z + 1) ~ + !56 - 14Z([ +!l el 
dr4 r dr3 r dr r elr 

+ 72-18Z(Z+~L=0JL~I)TI(r)"'0 (3,20) 

and hence the asymptotic solutions 

(3.21) 

T t in Eq. (3,18) does not have any of the above asymp
totic forms so that 

Thus we see that if ljig =xf =0, there can exist a non
trivial solution for X~I and </!~ only for w satisfying Eq. 
(3.5). For Z=1, we have seen only W= ±i(3M/2Q2) ob
tains. The pair of solutions 

_ .3MZ(Z+1)[(1 4 Q2 (Z-1)(Z+2))1/2_ 1] 
W-±l 8Q2 + 9M2 

agree with the time dependence of the algebraically spe
cial perturbations of the Reissner-Nordstrom metric 
noted by Couch and Newman. 9 The case ljig =xf = 0 is 
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algebraically special. Thus it appears that for l?- 2 
there exists no solution for the other set of w. 

In any case, since these solutions have an imaginary 
w, the cubic polynomial dependence as r given by Eq. 
(3,18) implies iJ;3 will blow up exponentially either at the 
horizon (u - - 00) or spacial infinity (u - 00). Thus these 
solutions are physically unacceptable. 

IV. PERTURBATIONS WITH I/I~ = I/If = I/I~ = I/I~ = 
¢~ = ¢~ = 0 

With <J;~ = <J;f = <J;: = <J;: = 1>~ = ¢f = 0 and condition 
(3.8) one obtains the following perturbation of the NP 
equations, Maxwell's equation, and Bianchi identities: 

3(A + 3J.l)iJ;: - 4¢1 (A - iJ.)(¢f + ¢:B) 

_9Mr+8Q2 v? ( 2) B 4'" (B *B) = 5 .I\. - - 3 3iJ;2 + ¢11 iJ. + '1-'11 iJ. + iJ. , r 

vB ==0, 

XB=O, 

(D - p)rB ==prr*B, 

(15 - 2fl)rB == PA *B, 

(D _ p)OI B == OIpB + prrB, 

(D - p )(3B = (3p*B , 

DyB == (3(7*B + rrB - rB _rr*B) + iJ;: + 2¢1 (¢f + ¢:B), 

(D - p)J.l B - (15 + 2(3)rrB = J.lp*B + iJ;~, 

~ == _ I5pB + p(OI*B + (3B), 

cote (e+e*)+ ~~3* 
f'lr2 2Flr sm2e 

(4.la) 

(4.lb) 

(4.lc) 

(4.2a) 

(4.2b) 

(4.2c) 

(4.2d) 

(4.2e) 

(4.2f) 

(4.2g) 

== (15 * + 2(3)(3B - (15 + 2(3)OI B + J.lpB + pJ.l B +y(PB _ p*B) 

- (3(OI B + OI*B - (3B - (3*B) - iJ;~ + 2¢1 (¢f + ¢tB), (4.2h) 

r2 - 4::; + 3Q2 e == (15* + 4(3)X *B -15J.l *B _ J.l (OI*B + (3B), 

r2 - 4Mr + 3Q2 )(2 

2-0 

= (15 + 2(3)J.l B _ (A + 2J.l + 2y)J.l B _ iJ. (yB +y*B). 

(4.2i) 

(4.2j) 

By applying the first order perturbations of the NP 
commutators on u, r, e, and ¢, one obtains: 

ax l 

-=0, ar 

aX2 ar == - yB _ Y *B , 

1 a 
--(r~l)==O r ar S , 
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(4.3a) 

(4.3b) 

(4.3c) 

(4. 3d) 

(4.4a) 

(4.4b) 

(4.4c) 

I a ( ~4) I *B 
rar r = Flrsine P , (4.4d) 

I5Xl_ (A+iJ.)~1==0, (4.5a) 

) 
2 Mr - Q2 2 A (*B B rB) 15)(2- (A + iJ. ~ = r3 ~ + 2r2 01 +(3 - , (4.5b) 

15~ - (A +iJ.)e= ;;.~~+ k(iJ.B _yB +y*B +X *B), 

(4.5c) 

(4.5d) 

(4.6a) 

(15* + 2(3)e - (15 + 2(3)e* = iJ. *B - J.lB + 2~ (pB - p*B), (4.6b) 

(15* + 2(3)e - (15 + 2(3)e* == Ar (OI B - OI*B + (3B - (3*B), (4.6c) 

(15 * + 2(3)~ 4 _ (6 + 2(3)~ 4* 

= i (e+e* Flr sine r + cote (e + ~ 3*) 

+ OI B + OI*B _ (3B _ (3*B). (4.6d) 

From Eq. (3.17) with '/i: = 0 one obtains 

(4.7) 

Subtraction of the complex conjugate of Eq. (3.9d) 
from Eq. (3. 9d) yields 

B *B iAAo 2i aAo 2i aBO 
iJ. -iJ. =-y:r+rau-- Q2U (4.8) 

Similarly, subtraction of the complex conjugate of Eq. 
(4. la) from Eq. (4.1a) gives 

B *B _ iAAo 2i aAo 2i 
J.l -J.l - -y:r + r au + 3Mr-4~ 

x(2 Q2 aAo +rac
O
). 

r au au 

Comparing Eqs. (4.8) and (4.9) one concludes 

aAo aBO aco 
au=au-==au-=O. 

This, together with Eq. (4.7), indicates 

BO, CO == const. 

(4.9) 

(4.10) 

(4.11) 

Integration of Eq. (4.2a) for rB using Eqs. (3.15) and 
(4.11) yields 

rB - - i (a i a ) AO ° . mO -J"tY2 ae + sine a¢ +w +zw. (4.12) 

Put Eq. (4.12) into Eq. (4.2b) with X *B =0 to get 

(4.13) 

where A and a are real constants. Since rB is invariant 
under any infinitesimal tetrad or coordinate transfor
mation, the boundary condition that the space be 
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asymptotically flat implies WO = W' = O. Hence 

_ll_ - iasine 
1- V'Jr 

B ia sine 
11" = V'Jr . (4.14) 

Now integrate Eqs. (4. 2c)-(4. 2f) successively using the 
results obtained up to the previous step of each integra
tion to obtain: 

B cote (iA' iI) + ia sine eO + iEo 
O! = 2J'2r2 - za cos" ~ + --r- , (4.15) 

Nl cote .. r + iF' 
p = ~ (iA - tacose) + --r- , (4.16) 

(4. 17) 

"B_ ~(iA' e) 2Qbo cO+i(A+CO) + hO+iH" 
,.. - 2r4 - za cos - ~ - r r 0 

(4.18) 

From Eqs. (4.8) and (4.10) one can see that the 
imaginary part of iJ. B is the first term of the right-hand 
side of Eq. (4. 18) so that 

CO= -A, HO=Oo 

Also, by a combined transformation l-l- hO and 
J(2 - X 2 + rho one can make 

(4.19) 

(4.20) 

without affecting Eqs" (308) and the condition aO=O in 
Eq. (3.12). 

Perturbations of the tetrad components can be ob
tained by integrating Eqs. (40 3a)-(4" 4d), 

Xl = kO, 

2Qbo CO 
J(2=- --y:- - r + [0 - 2r~, 

(4.21) 

J yO + iRa 
~ =--r-' 

(4.22) 

4 - A + a cose VO + i VO 
~ = 12' r sine + --r-

We make use of a coordinate transformation 
(Xl _ Xl _ fU kO du, x2 - x2 _ SU nO du, X 3 - X 3 _ 5u pO du) 

to set 

(4.23) 

Another tetrad transformation, m - (1 - V'JiYO)m, makes 

T'l=0. (4024) 

Putting XI and ~' into Eq. (4.5a) shows 

~yO=~Ro=O (4.25) or ar 
which enables us to set (by Xl - Xl - V'J f9 yO de) 
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without affecting Eq. (4.23)" 

Now solve Eq" (4.6a) to obtain 

RO-f2"A to + a sine ~ 
- co --rx- + sine ' 

where R is a real constant and can be removed by 
Xl - Xl - f2"RrJ>. 

(4.26) 

(4.27) 

Now solving Eqs. (3.9b), (3.9d), (3. lOb), (4" la), 
(4.2i) (4.2j), (4.5c), and (4.5d) Simultaneously, using 
the results obtained so far, one finds 

a~ a~ a~ a~ a& a& 
-=-=-=-=-=-=0 au ae aq;, au ae acp , 

eO=_jO, EO =1<'0, 

rJio avo a VG 

-=-=-=0 au au au 0 

(4028) 

(4.29) 

(4.30) 

(4.31) 

Equation (4.31) guarantees that we can perform the 
combined transformation lX3 - x3 +'1)3, X4 - X4 +'1)\ 
m-(l+iH)m; or1'lae==-f'lf', H=-(1/sine)(a1)3/arj», 
(1)4/arj> = - f2" sine va - cot(1)3] to remove to and va with
out affecting any of the previous restrictions. With 
these results, we solve Eqs" (4" 6c), (4.6d), and (4 02h) 
simultaneously to obtain 

(4" 32) 

Finally, v2 (e) can be eliminated by X4_x4+1)4(e) with 
0'l)4(e)/ ae = - f'lv 2 (e) and vJ (e) also is eliminated by a 
combined transformation 

with 

1)4 == - H - nvt. 1)3 == - 1)4 

and 

Notice that none of the transformations so far affect the 
preceding restrictions. 

A summary of the results follows: 

,I,B 3Mr - 2Q2 ('A' e) + 4Qbo + CO - iA 
n = r5 t - za cos -;:r ---;::r-' 

B iQ.. bO + iBn 
rj>1 = - ::3 (tA - w cose) + --:-:z- , r r 

(4.33) 
1 uB = 0, 

I"B (2Q b
O 

C
O)1l"+ a 0" n = - --;;:;:- - r 2 r2 4, 

1 . iA-iacose u 
m"B= Tn (iasine + 2zAcote)1li + Os 

v2r r 

+ -A+acose au) 
r sinG 4, 

where A, a, bO, co, and BO are real constants. 
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The perturbations generated by bO and CO correspond 
to infinitesimal changes in the charge and mass pa
rameters, respectively and the perturbation by a is ob
tained by linearizing the Kerr-Newman solution about 
the Reissner-Nordstrom solution. The perturbation 
generated by BO represents a magnetic monopole of the 
black hole which is physically unacceptableo The A 
perturbation is the one obtained by linearizing the 
Kerr-NUT solution10• 11 (generalized to the charged 
case) about the Reissner-Nordstrom solution keeping 
the angular- momentum parameter zeroo This solution 
is singular along the negative z axis. Thus, excluding 
the above two perturbations, we conclude that with 
xf = 0, the only well- behaved perturbations are pertur
bations to other Reissner-Nordstrom solutions or to 
Kerr- Newman solutionso 

V. DISCUSSION 

We have shown that the nontrivial part of a perturba
tion of a Reissner-Nordstrom black hole is completely 
determined by specifying xfo That is xf determines the 
perturbation up to a change in the mass, charge, or 
angular momentum of a black hole. 

Of course the interesting problem of performing a 
Similar analysis for the Kerr-Newman black hole re
mains. Though the coupled perturbation equations are 
known5 their apparent lack of separability is a barrier 
to analysis. 

It should also be noted that Moncrief12 has obtained 
rather Simpler perturbation equations for the Reissner
Nordstrom black hole by use of a Hamiltonian varia
tional principle. It appears that his variables are not 
Simply related to those used in this paper except in the 
asymptotic regiono 

APPENDIX 

The tetrad system is determined only up to the 6-
parameter group of the following infinitesimal 
transformations 13: 

(i) 

l-l, n-n+dm*+d*m, m-m+dl, 

(ii) 

l-l+em*+e*m, n-n, m-m+en, 

(iii) 

(AI) 

(A2) 

l-(I+A)l, n-(l-A)T, m-(I+iH)m, (A3) 

where d and e are complex and A and H are real. 

We also have the freedom of infinitesimal coordinate 
transformations 
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X" -X" +1]". (A4) 

Under the combined transformations of Eqso (Al)- (A4), 

<P~ - <Pt, <pf - <pf, 

<pf - <pf + 3e<P2, <P: - <P: + 3d*<P2, 

rf>~ - rf>~ + 2e rf>1> rf>f - rf>f + 2d*rf>1 o 

The above relations show that 1J!t, 1J!f, xf (=31J!2rf>: 
- 2rf>11J!f), and X~l (=3<P2rf>f- 2rf>11J!:) are invariant In 
addition, one can always eliminate rf>~ and rf>f by 
choosing 

Under the remaining transformations [Eqs. (A3) and 
(A4)], the various quantities transform as following; 

EB -EB +! ~ (A - iH) 
2 or ' 

pB _ pB _ 1]2/r _ A/r, 

B B r2 - 4Mr + 3Q2 2 + ~ A 
J..!. - J..!. - 2r4 T/ 2?' 

(A5) 

(A6) 

(A7) 

n"B-n"B+ OT/" _~ 01]" -!l.o" +( ~ + Alr- Q2 T/2)0" au 2~ iJr 1 2Y1 r3 2, 

m"B_mUB+ _1_(£!t + --.!:_ £!t)+ _l_(!i+iH)O" 
v'2r 08 sin8 orf> v'2r r 3 

+ [2r
i
sin8 (~ + cot8rJ3 + iH) oy 0 

1R. M. Wald, J. Math. Phys. 14, 1453 (1973). 
2The superscript B represents perturbations and the quantities 
without any superscript are unperturbed ones except in some 
obViously different cases. 
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Zeros of the grand canonical partition function: 
Generalization of a result of Lee and Yang 

M. E. Baur and R. M. Sinder 

Department of Chemistry. University of California. Los Angeles. California 90024* 
(Received 18 June 1976) 

A simple sufficiency condition for the zeros of a polynomial of grand partition function form to lie 
entirely on the unit circle in the complex fugacity (z) plane is rigorously proven. The condition has two 
parts: the canonical partition function Qn (M) is symmetric, Qn ( M) = QM _ n (M), and is bounded above by 
the binomial coefficient <:,). This represents a generalization of the condition given by Lee and Yang in the 
context of the Ising model and the proof is independent of theirs. Necessity of the condition is trivially 
proven. 

The analysis of the grand canonical partition function 
(GPF) in terms of the limiting distribution of zeros of 
finite volume approximants by Yang and Leel - 3 is wide
ly accepted as providing a rigorous and definitive 
framework for the formal characterization of phase 
transitions. Unfortunately, practical application of the 
Yang-Lee methodology to realistic model systems has 
proven very difficult; these authors themselves pro
vided one of the few such applications in their treat
ment of the Ising model,4 showing rigorously that the 
G PF zeros for this case must lie on the unit circle in 
the complex z plane for an appropriately defined 
fugacity z. 

The Lee- Yang proof for the Ising model zeros dis
tribution is not entirely transparent and admits of no 
evident generalization or extension. By proceeding in 
a different fashion, drawing upon "polynomial" meth
ods,5 we have found it possible to advance somewhat 
beyond their work in this regard. In particular we here 
present a sufficiency proof for the zeros of a polynomial 
of GPF type to lie entirely on the unit circle which in
cludes the Lee- Yang Ising model result as a special 
case, but is somewhat more general and makes contact 
with the properties of the familiar binomial expansion 
in suggestive fashion. We state our result in the form 
of a 

Theorem: Any GPF polynomial 2M=Z.!O Qn(M) zn for 
which 

(1) Qn(M) = Q M_n(M) (1) 

(2) Qn(M) -'" (~), all n, where (~) is the binomial co
efficient, has all zeros on the unit circle, Iz 1 = 1. 

The symmetry property (1) is, of course, also re
quired for the Lee- Yang proof and appears to limit the 
result to lattice models. Property (2) is a generalization 
of the Lee- Yang requirement that Qn be representable 
as a product of (~) and factors x",8 with all x"'8 -'" 1. 

Proof: We use two lemmas from the literature6
• 7: 

Le mma 1: Any circle C which encloses all the zeros 
of a polynomialf(z) of order M also enclDses all the 
zeros of all its derivatives fk)(z), 1 -'" k ~ M-1. 

Lemma 2: A necessary and sufficient condition that 
all the zeros of f(z) = Z.~ Qn zn have modulUS Iz 1 == 1 is 
that 

(2) 

2166 Journal of Mathematical Physics. Vol. 17. No. 12. December 1976 

where (*) denotes complex conjugate, and thatf1>(z) 
have all its zeros in Iz 1 ~ 1. 

Evidently a G PF with Qo = Q M = 1 which satisfies the 
symmetry condition (1) then satisfies (2). It remains 
to examine the circumstances under which the required 
condition on the zeros of 2(1) is satisfied. We establish 
a sufficient condition on 2 namely that all 2(k), 
1 -'" k ~ M - 1, have all zeros in Iz I -'" 1. Consider first 

2(M-l) = (M -1)! QM-l +M!ZQM 

=M! [(11M) QM-l +z]. (3) 

The condition that Q( M-O have its zeros in 1 z 1 -'" 1 is evi
dently that 

QM-l = Ql ~M. 

For 2(M-2) we have 

2(M-2) = (M - 2)!QM_2 + (M -l)IQM_lz + ~l Z2 

M! [2 2 2J 
= 2 (M)(M _ 1) Q M-2 + M Q M-l z + Z . (4) 

It is easily verified that, with Q M-l ~ M, one must have 
Q M-2 -'" ~ M(M - 1) for Q( M-2) to have all its zeros in 
Iz 1 -'" 1. This is an absolute bound on QM-2, independent 
of any statement about 52(M-1>; it is easily verified that 
there is no choice Df Q M-l' Q M-2 such that the zero of 
2(M-l) is in Iz 1 > 1 but both zeros of 52(M-2) are in 
Iz 1 -'" 1. 

Proceeding in this way, one sees that the permissible 
upper bounds for the Qm-J in order that 52(k) have no 
zeros outside Iz I ~ 1 are just the binomial coefficients: 

The general expression for 2(k) is 

(J(k)- MI [M_k (M-k)! (M-1)! 
< - (M - k) ! z + (M - k - 1) ! M! Q zM_k-t] M-l 

+ ... + (M - k)! (M - j) I QM_J ZM-k-J 

(M-k-j)! M! 

(M - k)!k! 
+ ... + M! Qk' o -"'j -"'117 - k. 

Assume now that each (real, positive) QM-J in Q(k) is 
bounded by the binomial coefficient U':) and that 2(k) 

(5) 
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has all zeros in Iz 1 .; 1. Consider 12(k-ll. We find 

()<k-il _ 1 [()(kl + ~ (M - j - 1)! (j + 1) Q . zM-k-Jl 
<::: - M-k+1 z<::: J=O (M-k-j)! M-J-i J 

= ~ 1 [Z12(kl+R(k;k-1)), 
M- + 

(6) 

where R(k;k - 1) can be written as 

) M! [1 M-k 
R(k;k-1 = (M _ k)! M QM_lz 

-'....(M_-_k),-!c-c- (M - j)! + ... +~ 
(M-l?- j)! M! 

x (j + 1) Q ZM-k-J 
M _ j M-J-i 

(M-k+l)!(k-1)! Q J (7) 
+ M! k-i 

Now, if we write 12(kl as L;~-kC~klZM-k-J, then we have 

R(k'k_1)=~C(kl(j+~ QM-H) ZM-k-J. (8) 
, 0 J M - J Q M-J 

Therefore, if the condition 

Q M-i-i .; M - j 0.; j .; M _ 1 
QM-J j + 1 ' 

holds, and if further 

M! 
Qk-l'; (M-k+1)!(k-1)!' 

then R(k;k - 1) is a polynomial of order M - k meeting 
the same condition on its coefficients as does 12(kl; by 
hypothesis, then, R(k;k - 1) also has all its zeros in 

(9) 

Iz 1 .; 1. Thus 12(k-ll is the sum of two polynomials, both 
of which have all zeros in this domain. If now all the 
relations (9) are equalities, R(k;k - 1) and 12(kl are iden
tical, and it is evident that 12(k-il has all its zeros in 
Iz 1 .; 1. This merely implies that 12 is the binomial ex-
pansion. In the more general case, we make use of: 

Lemma 3: Rouche's theorems: If P(z) and 5(z) are 
functions analytic interior to a simple closed Jordan 
curve C, are continuous on C, and 

Ip(z)I<15(z)1 on C, 

then the function F(z) =P(z) +5(z) has the same number 
of zeros interior to C as does 5(z). The positions of the 
zeros of F(z) interior to C are, of course, not in gen
eral the same as those of 5(z). Now consider 12(k-il 
= (M - k + 1)-1[zQ(kl + R(k;k + 1)] from the standpoint of 
Rouche's theorem. Evidently neither Q(kl nor R(k;k + 1) 
has zeros for Iz 1 = 1 + 15, 15 arbitrarily small. 
Moreover, 

(10) 

Hence it suffices to prove that IR(k;k + 1) I< IfHkl 1 in 
order to apply Rouche's theorem. NOW, it is possible 
that all coefficients 

C\kl ( j + 1 Q M-M) 
1 M - j Q"-J 

in R(k;k + 1) are less than the coefficients C?l of 12(kl. 
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If this is true, then 

i12(kll ;,IN(k)IIR(k;k+1)1 > IR(k;k+l)i, 

with N(k) some real constant> 1 and application of 
Rouche's theorem immediately yields that ek-ll has 
the same number of zeros in the domain Iz 1 < 1 + 15 
as does 12(kl. Because of the condition 

QM-J-l .; M - j 
QM-i j+1' 

no coefficient of R(k;k + 1) can be greater than the cor
responding coefficient of e kl. It is possible that a set 
of coefficients of R(k;k + 1) may be equal to those of Q(kl 
if for the first j indices the equality is realized in the 
above condition. If any coefficient, say the (j + l)th, 
of R(k;k + 1) is less than that of Q(kl, then all succeed
ing coefficients must also be less. At worst, then, a 
finite set of coefficients of R(k;k + 1) is equal to those 
of 12(kl. But in such a case we can divide R(k;k + 1): 

R(k;k + 1) =Ri + R2 

= I; (Cyl _ E) (j + 1 Q M-i-1) ZM-k-J 
J=O M - j QM-j 

~ (j + 1 Q M-J-l) zM-k-j + E LJ M-----; Q ' 
j=O - J M_j 

(11) 

where 0 < E < 1, and then apply Rouche's theorem suc
cessively to 12( kl + Ri and 12( kl + Ri + R2• This then 
proves that the zeros of each Q(k-il are in the domain 
Iz 1 < 1 + 15; hence in Iz 1 .; 1, if Q(kl has this property 
and if the coefficients of Q are bounded above by those 
of the binomial expansion. We have explicitly shown 
that QlM-il and Q(M-2l have all zeros in Iz 1 .; 1. Hence 
by induction, all e kl have all zeros in 1 z 1 .; 1. There-
fore, by Lemma 2 above, all zeros of Q have modulus 
unity. 

The necessity of conditions (1) and (2) is easily es
tablished. A distribution of zeros confined to the unit 
circle implies invariance of 12 under the transforma
tion z -l/z, which requires the symmetry condition 
(1). With zeros confined to the unit circle, and assum
ing 12 real for real z, we have 

where nj is the multiplicity of the zero of argument £) j' 
Thus 

12=TI(z2-2zcos£),+1)"j, 6 jn,=M, 
J , 

and it is obvious by direct expansion that the coefficient 
of an arbitrary term Zk is less than or equal to that of 
Zk in the expansion of 

(Z2 + 2z + 1)M/2. 

REMARKS 

The original proof of Lee and Yang4 applies to the 
case of the Ising model-lattice gas with binary inter
action of arbitrary range, The present proof removes 
the binary interaction limitation, insofar as condition 
(2) is still satisfied. 
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The extreme limits correspond to the binomial ex
pansion case, Qn(M) = (~) for which there is a single 
zero of multiplicity M at z = - 1, and the constant co
efficient case Qn(M) = 1, n -'S M, Qn(M) = 0, n> M, for 
which Q = (1 - ZM+1)/(1 - z) and the zeros are spread 
uniformly over the unit circle with every point a limit 
point. One sees qualitatively therefore that the corre
lation effect due to site- site interaction, in reducing 
the variation in Qn below that of the binomial series, 
forces the zeros to spread along the unit circle away 
from the negative real axis. It is possible that exten
sion of the considerations presented here will prove 
useful in giving this observation a more detailed form. 
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We use the Frenet-Serret formalism to study the intrinsic geometry of Killing trajectories that are 
admitted by an arbitrary n-dimensional Riemannian space. The intrinsic quantities associated with these 
curves, i.e. their curvatures, are found to be constants of the motion that can be evaluated in terms of 
Hankel determinants. The results are then applied to curves in real quantum mechanics. 

I. INTRODUCTION 

The advantages of adopting a coordinate free geomet
ric description of a curve instead of a parametric rep
resentation has long been recognized by mathematicians 
but only recently by physicists. Besides divorcing the 
curve from a coordinate system, it also frees it from 
the accident of where it starts and the initial direction 
that it takes. Instead, the curve is completely charac
terized by a unique set of invariants or scalars that 
are intrinsic to it. The elegance of this formalism, as 
well as its revealing aspects, argue for its greater 
use in physics. This is especially true when the evolu
tion of a physical system is described by a trajectory, 
be it in ordinary 3-space, space-time, configuration 
or phase space, etc. 1 

The general approach in analyzing an arbitrary but 
sufficiently smooth curve in an arbitrary n-dimensional 
Riemannian space is as follows. The classical Frenet
Serret formalism2 (essentially a Gram-Schmidt 
orthogonalization process) is used to generate an ortho
normal n-leg or frame of vectors along the curve. 
These vectors obey the Frenet-Serret equations and 
they in turn define a set of (n - 1) intrinsic scalars or 
invariants of the curve that uniquely describe it. 

In this paper we confine ourselves to an invariant 
geometrical description of a special but important 
family of curves, namely the Killing congruence, whose 
very existence corresponds to special symmetries of 
the Riemannian space. This problem has previously 
been considered in four-dimensional curved space
times. 10 There the analysis shed light on the physics 
of rotating and nonrotating black holes. Here the dis
cussion is generalized to Killing congruences admitted 
by arbitrary n-dimensional Riemannian spaces with 
positive definite metricso The invariants or curvatures 
associated with these curves are shown to be constants 
of the motion that can be evaluated in terms of Hankel 
determinants. 3 The results are then applied to real 
quantum mechanics. 4 Specifically, in the application 
we consider nonrelativistic quantum systems having 
time independent Hamiltonians and discrete energy 
spectra. If such a system has an n-dimensional spec
trum, its state vector is normalized to unity and is 
confined to an n-dimensional subspace of Hilbert space. 
We consider rather, the motion of the 2n-dimensional 
real vector formed from the real and imaginary parts 
of the state vector. This real vector traces out a path 
on a (2n - 1)-dimensional hypersphere embedded in a 
2n-dimensional Euclidean space. In particular this 
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curve is a Killing trajectory of the hypersphere, or 
equivalently a Killing trajectory corresponding to a 
subgroup of the orthogonal transformations of the 
Euclidean space. 

II. PRELIMINARY REMARKS 

We preface our discussion with a few well-known 
remarks that we shall need. Consider an arbitrary n
dimensional Riemannian manifold that admits one or 
more Killing vector fields; such a vector field ~ satis
fies the Killing equation 

~a<;~+~~;,,=O, Ci,{3=1, ... ,n, (1) 

where the semicolon indicates covariant differentiation. 
The maximal number of such fields that the space can 
admit is n(n + 1)/2, and this occurs only for spaces of 
constant curvature. The converse is also true and, in 
particular, if the space is Euclidean, the Killing equa
tions are equivalent to 

(2) 

where F ,,~= - F ~'" = const and k" = const. 

The first term on the right corresponds to n(n - 1)/2 
independent orthogonal transformations while the sec
ond term corresponds to n independent translations. 

We shall concern ourselves here with an invariant 
geometrical description of these trajectories. To this 
end we first review briefly some of the intrinsic geomet
rical properties associated with an arbitrary but suf
fiCiently smooth curve on an arbitrary Riemannian 
manifold. In particular, let the curve r be defined 
through x'" = x'" (s), p. = 1, 2, ... , n where s is the arc 
length and x'" (s) is of class en+1• The unit tangent vector 
to r is ern = dx'" / ds = x (1)", • Superscripts flanked by 
round brackets will indicate the order of differentiation; 
subscripts flanked by square brackets will be used as 
identification labels for a set of orthonormal vectors (to 
be specified), the first of which is the tangent vector 
e(t] above. By repeatedly taking the absolute derivative 
of x(1) at any point along r, we can generate the se
quence of vectors x(l), x(2), ••• ,x(/), where 

(3) 

[When the order of differentiation is small, we will on 
occasion indicate the order by means of dots. Thus 
x(2)a =x(1)" =3("'_] If the first n of these vectors are lin
early independent, we can use the Gram-Schmidt 
orthogonalization process to construct the orthonormal 
frame e[1l (i = 1,2, .• 0 ,n), where e[1l e(J]" = 5iJ and 
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e[11=x(1)" =dx"/ds. Repeated indices sum from 1 to n 

and 0i} is the Kronecker delta. These vectors obey the 
Frenet-Serret equations: 

0 K1 0 0 0 

-K] 0 K2 0 

0 - K2 0 

0 0 0 

0 0 K
n

_
1 

0 - Kn_
1 0 e['nl 

(4) 

where the scalar coefficients or curvatures Ki (s) 
=e['ileU+11" form a complete set of invariants of the 
curve in Riemannian space. The curvatures can be 
expressed explicitly in terms of the Gramian determi
nants Gi of the vectors x(j)OI., viz., 5 

Ki=v'Gi _1Gi +t!Gi , i=1, ••• ,n-1, 

where 

X(l)~X~1> x(1)~x~2) 

X(2)~X~1) X(2)~X~2) 

X(t)"X~il 

x( 2)~ x~il 

(5) 

(6) 

All of the Gi ' s are positive for 1 ~ i ~ n. Furthermore, 
Go'" 1. A knowledge of the curvatures as functions of arc 
length together with the initial n-leg completely charac
terizes the curve. 

III. GENERAL RELATIONS 

Let ~OI. be a Killing vector admitted by an n-dimension
al Riemannian space, and let the corresponding Killing 
trajectory be denoted by xOi. ==xOl.(s), where s is the arc 
length parameter. The unit tangent vector to the curve 
can then be written as 

01. _ (1)01.= </J~OI. (1-" -e2"~01.~ ) c[ll-x -e <;, -e[1Je[1JOI. - "<,,,, (7) 

That ¢ is constant follows from differentiating e-2</J 

= ~OI.~" along the curve and then making use of Eq. (1). 
Again, by taking the absolute derivative of both sides 
of Eq. (7), we obtain 

(8) 

As in the restricted case of a four-dimensional space
time,1e we define 

FOI.B"'e</l~OI.;B= - FBOI. 

and note that 

• F (1)X 24>~ ~X 
FOI.B= OI.B;XX =e SOI.;B;XS 

(9) 

= e 2</J ROI.SMe~6 == 0, (10) 

where Raax6 is the Riemann tensor. Equation (8) can 
then be written as 
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(11) 

The above relation, though first noted for spacetimes, 
is in fact quite independent of the dimension of the 
space or of the signature of the metric. 

From Eq. (11) it follows that 

x( ilOi. = FOI. ex (i-l)B = (F i-1)0I. xx(i)\ i = 2, ... , n, (12) 

where 

(F i-l)OI. x =FOI.aF 6, ••• F P A' (13) 

F" v being repeated i-I times in Eq. (13). We are now 
in a position to evaluate all possible inner products be
tween the vectors X(i)OI. and hence, via Eqs. (5) and (6), 
all of the curvatures of the curve. In particular, by us
ing Eqs. (12) and (13) together with the antisymmetry 
property of F OI.S, we find that 

X(ilOl.x~j) = (_I)i_l(Fi+J-2)~,x(1)"x(1l' 

= (_1)}-1(Fi+J-2)~,X(t)~x(1),. (14) 

Since (F i +J-2)",= (_1)i+l-2(F i +l - 2),,,, we see from Eq. 
(14) that x(i)c'x{J) 01. is nonzero or zero as i + j is an even 
or odd integer. If we define 

It
k

'" (F 2k - 2)", x( 1)" x( 1>v, 

then it follows that 

(_ 1)i-1 ltk = (_I)l-lA• 

for alli,j,k=I, ... ,n 'l i+j=2k 

o 

(15) 

foralli,j,k=I,2, ... ,n'l i+j=2k+1. 

(16) 

We shall return to Eqs. (15) and (16) for the explicit 
evaluation of the curvatures, but first we note that all 
of these invariants are constants of the motion, i. e. , 

Ki=const, i=l, ... ,n-l (17) 

provided that /(i-l *' O. [Once we encounter a vanishing 
curvature, the Gram-Schmidt process ends and the 
ensuing curvatures can no longer be defined via Eq. (5). 
They are usually set equal to zero.] To verify Eq, (17), 
we need only generalize Gluck's observationS made in 
reference to a specific curve in a four-dimensional 
Euclidean space R4. For our case, i. e., for any Killing 
traj ectory in an arbitrary n- dimensional Rie mannian 
space V", it reads as follows: "Given any two points on 
this curve, there is an isometry of vn 7 onto itself 
which takes the curve onto itself and takes the one point 
onto the other. Thus the various curvatures are the 
same at all points of the curve." [That the curvatures 
are constant can also be seen if we differentiate Itk 

along the trajectory. Equations (9) and (11) guarantee 
that ~k = 0, and so it follows from Eq. (16) that 
x(ilOl.xU) is constant along the curve for all i,j 
= 1, 2, . . <:Y.., n. The defining equations, (5) and (6), then 
yield Eq. (17).] 

Finally we note that each of the Frenet vectors obeys 
the same equation as the first. Again the proof is a gen
eralization from curved spacetime. Remembering that 
x(llOl. =e~lJ' we can combine Eqs. (4) and (11) as follows: 

(18) 
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By differentiating Eq. (18) and making use of Eqs. and 
(17), (10), and (4), we find that for Kl '" 0 

If this procedure is continued we find, in general, that 

(20) 

IV. EXPLICIT EVALUATION OF THE CURVATURES 

We are now in a position to evaluate the Gramian 
determinants Gi of the vectors x(j)", 0 It is particularly 
useful to look at a specific case, say G6, as this will 
give us insight into the general structure of G/. From 
Eqso (6) and (16) we obtain 

Xl 0 A2 0 X3 0 

0 - X2 0 - X3 0 -X4 

G6 = A2 0 A3 0 A4 0 
(21) 

0 - A3 0 - A4 0 - A5 

A3 0 A4 0 A5 0 

0 - A4 0 -A5 0 - A6 

By successively interchanging three rows and three 
columns it is simple to verify that G6 reduces to 

Al A2 A3 0 0 0 

A2 A3 A4 0 0 0 

G6= A3 A4 A5 0 0 0 (22) 
0 0 0 -A2 - A3 - A4 

0 0 0 - A3 -A4 - A5 

0 0 0 - X4 - X5 - A6 

or 

Al A2 A3 A2 A3 A4 

, j?o 2. (26) 

We further stipulate that D2.J = D 1• J-l '" 1 for j = L Then 
it is not hard to show that in general 

G2J = (-1)iDl.JD2.J+l 

while 

G2i _1 = (- 1)J-1D1•J D 2•i • 

(27) 

(28) 

Note that G1 = D 1•1 = Al = x(l) IJ. x~l) = 1 and that we have 
already defined Go = 1. Dt• i and D2• J as defined by Eqs. 
(25) and (26) are Hankel determinantso 3 They are par
ticularly important in the theory of rational 
polynomials. 8 

It follows immediately from Eqs. (5), (27), and (28) 
that 

(29) 

while 

(30) 

By explicitly expressing each of the K;'S in terms of 
the previous ones we arrive, after some manipulation, 
at 

(31) 

and 

(32) 

Simpler relationships can be obtained by noting that 
G6 = (_1)3 A2 A3 A4 A3 A4 A5 (23) Eq. (5) implies that 

A3 A4 A5 A4 A5 A6 

The same operations applied to G5 yield 

Al A2 A3 

G5 =(-1)2 A2 A3 A4 /X
2 

X
3
/. 

A3 A4 A5 A3 A4 

Now we define 

Al A2 A3 ... AJ 

A2 A3 

D 1•J ", A3 , j?o 1, 

••• A 
2j-l 
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(24) 

(25) 

(33) 

and this together with Eqs. (27) and (28) yields 

2i 2 ~ IT KJ = +, 
J=l D1• i 

(34) 

(35) 

Alternatively, we can also use the same equations to 
show that 

(36) 

(37) 

Equations (36) and (37) in turn imply Eqso (34) and (35)0 
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V. APPLICATIONS TO REAL QUANTUM MECHANICS 

One example of a Killing trajectory representing 
the evolution of a physical system is the world line of 
a charged particle in a homogeneous electromagnetic 
field in flat spacetime. 10 Here we shall consider another 
example, which, interestingly enough, comes from 
quantum theory. 

In the standard formulation of quantum mechanics the 
state vector corresponding to a physical system moves 
in complex Hilbert space. However, it has been shown9 

that the pure states of a general quantum system can 
always be represented in a one-to-one manner by rays 
of a Hilbert space that is defined over the fields of real, 
complex or quaternion numbers. The relation between 
real, complex and quaternion quantum mechanics has 
been discussed in some detail in the literature, 4 

Here we consider an arbitrary nonrelativistic quan
tum system having a time independent Hamiltonian and 
a discrete energy spectrum, The time evolution of the 
state vector describing this system in complex Hilbert 
space is, of course, given by the Schrodinger equa
tion, viz., 

(38) 

(:Ne have set If = 1 for convenience.) If the system has 
an n-dimensional spectrum, then we can, in the usual 
manner, write 

(39) 

where {I i); i = 1, •.. ,n} consists of a fixed (i. e., time
independent), orthonormal and complete set of basis 
vectors while the CI'S are time dependent complex co
efficients. The normalization condition on I1/!) reduces 
to 1 = (1/! I<P) = bl=1 cic;. It follows from Eq, (39) that the 
Schrodinger equation (38) can be recast as 

dc 'H 
dt = - t C, (40) 

where c is a column vector whose elements are c j 

(j = 1, . 0 • , n) while H is the matrix representation of 
the Hermitian Hamiltonian operator. In particular its 
elements are given by Hij '" (i IH Ij). Now we define 

c '" a + ib, c* = a - ib, (41) 

where a and b are real column vectors whose elements 
correspond to the real and imaginary parts of c, i. e. , 
C j = a j + ib j' By adding and subtracting Eq. (40) and its 
complex conjugate and then substituting the relations 
(41) into the resulting equations, we obtain 

~~ = - ~ (H -H*)a+ ~(H +H*) b, (42) 

:~=-i(H+H*)a-~ (H-H*)b. (43) 

If we further define the real 2n x 1 column vector x as 

x= (~), (44) 
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the real, constant, symmetric nXn matrix 5 as 

5=~(H+H*)=5T, (45) 

and the real, constant antisymmetric nXn matrix A as 

A""- ~(H_H*)=_AT, (46) 

then Eqs, (42) and (43) can be written in compact form, 
viz., 

dx -
dt =Fx, 

where 

- [ A F"" -5 
5] -T A =-F 

is a 2n x 2n real, constant, antisymmetric matrix. 

The normalization condition on 11j!) immediately 
translates into 

n n 

xTx=;; (ai+bi)=.6 cic;=l 
W 1=1 

(47) 

(48) 

(49) 

so that the state of the system is now represented by a 
real 2n-dimensional vector, one of whose ends is fixed, 
while the other traces out a path on a (2n - l)-dimen
sional unit hypersphere embedded in a 2n-dimensional 
Euclidean space. The motion is governed by Eq. (47), 
i. e., by the real quantum mechanical equivalent of the 
ordinary Schrodinger equation. 

We note at this point that dx/dt is a tangent vector to 
the curve though it is not a unit vectoL By comparing 
Eqs. (47) and (48) with Eqo (2) and keeping in mind the 
discussion dealing with the latter, we see that the real 
Schrodinger equation is, in effect, a Killing equation 
corresponding to orthogonal transformations in a 2n
dimensional Euclidean space, In other words, the 
curve that develops with time is a Killing trajectory 
corresponding to orthogonal transformations of the 
Euclidean space, or equivalently it is a Killing trajec
tory of the hypersphereo 

That the dynamics involved do not give rise to the 
translations of flat space is to be expected. Rather, we 
encounter an n2 parameter subgroup of the rotation 
group. In order to see this, we consider the following. 
Orthogonal transformations in a 2n-dimensional 
Euclidean space are generated via equations of the 
form 

(50) 

where q = - r:;JT = canst is a generator of the full 
[2n(2n -1)/2J-parameter rotation group. Since we are 
dealing with even-dimensional spaces, 9 can always 
be expressed in matrix form as 

&" [-:, :J, (51) 

where A = - A T and B = - B T are constant, antisymmetric 
nXn matrices and K is an arbitrary constant nXn ma
trix. [Note that A and B each contribute n(n - 1)/2 pa
rameters while K accounts for n2 parameters. ] The 
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generators satisfy a Lie algebra, and it is quite 
straightforward to verify that 

[91'YZ] "'y{j2 - Y2Yl =y 3, (52) 

where each of the Y j'S, i = 1, 2, 3, is of the form given 
by Eq. (51). 

Now F as defined through Eq. (48) is certainly a gen
erator of the full rotation group since it is a special ex
ample of y. On the other hand, it is again a simple task 
to show that 

(53) 

that is, the F generators satisfy their own Lie algebra. 
It follows at once that the orthogonal transformations 
corresponding to Eqs. (47) and (48) form an n2 param
eter subgroup of the full 2n(2n - 1)/2 parameter rotation 
group. [S = ST and A = - AT have respectively n(n + 1)/2 
and n(n - 1)/2 independent parameters so that F as well 
as H = S + iA has n2 independent elements. ] 

The curvatures of the "quantum Killing trajectories" 
can best be evaluated if we recast Eq. (47) in the form 
of Eq. (11). To this end we first replace the time 
parameter in Eq. (47) by an arc length parameter. Thus 
the unit tangent vector to the curve, x(l)(s) =x 
= (dx/dt) dt/ds, satisfies 

x<ll =Fx, 

where 

and 

Since F = - F T = const, it follows readily from Eqs. 

(54) 

(55) 

(56) 

(54) and (55) that 0' =1/v-xT F 2x is constant. Succes
sive differentiation of both sides of Eq. (54) with re
spect to s leads first to X(2) =Fx(l) or Eq. (11) and then, 
in general, to Eq. (12). 

From Eqs. (15), (54), (55), and (56) we obtain 

Ak=X(l)T F Zk -2X(l) =_ 0'2kXTF2kX 

k+l x TF2kX 
= (- 1) [xTF 2xJk = const. (57) 

Since Ak is a ratio of scalars, it can be evaluated in any 
frame and in particular in the representation where H 
is diagonal. Then F simplifies to 

0 
E1 • 

En 
F= (58) 

-Et • 

0 -En 

where E j is the ith eigenvalue of H corresponding to an 
eigenvector whose weight here is given by the coef
ficient c i =aj +ib j • It is simple to see that F2, and 
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hence F 2k , is a diagonal matrix and that 

A - ( l)k+l t (a2 + 71 2) E2k 1ft (a2 + 712) E2] k 
k - - 1=1 iii U=l J J J , 

(59) 

where L;1=1 (a~ + bn = 1. We can replace the ai's and b/s 
with their initial values ap and biO because in the energy 
representation Ci=CiOe- i 

it and this in turn implies that 
(a; + bi) = (a;o + bio)' 

A few observations are in order here. First Al = 1 as 
expected. Second, if our system is prepared in either 
an energy eigenstate or a single set of degenerate ener
gy eigenstates or if the system is completely degenerate, 
then Ak = (- 1)k+l. NOW, in general, we have from Eqs. 
(29) and (30) that Ki = - A2/Al while K~ =: A2 - A1A3/A2• Thus 
for any of the above cases Ki = 1 and K~ = O. This corre
sponds to a curve that not only lies on the unit hyper
sphere, but whose radius of curvature is itself one. 
The trajectory is then a geodesic or "great circle" of 
the unit hypersphere. Again, the question as to whether 
the general trajectories are closed or not is best 
answered by considering the energy representation 
where ci =c/oe-iEit . It is evident that c, and hence x, 
returns to its original position if and only if the energy 
eigenstates satisfy 2:1=1 niEi = m where {n/; i = 1, .. " n} 
and m are integers. 

Finally, if the system initially has equal probability 
of being in anyone of its energy eigenstates, i. e., if 
croc iO = a~o + b~o = l/n for j = 1, ... ,n, then it follows 
directly that 

Ak = (- n)k-l t Eik/ [t E}] k. 
1=1 1=1 

(60) 

A simple example of the foregoing is any two state sys
tem for which CJ =cjoe-iEjt= (1/{2)e-HEjt+8jl, j=1,2, 
where 8 j is an arbitrary constant phase. The curve is 
described by 

Xl cos(E1 t + 81) 

x= (:)= X2 1 cos(E2t + ( 2) 
(61) 

x3 fl - sin(E1t + 81) 

X4 - sin(E2t + 82) 

A straightforward application of Eqs. (30), (29), and 
(60) leads to 

( 
2 ) 1/2 

Et+E1 ' 

(62) 

Aside from a normalization factor of fl, Eq. (62) coin
cides with the results that Gluck obtains in a particular 
demonstration of his algorithm for computing curvatures 
in a Euclidean space. 6 Note that if El =E2, then Kt = 1 
while Kz =: O. However, the expression for K3 is not valid 
in this case. 
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Radial integrals with finite energy loss for Dirac-Coulomb 
functions 
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Analytic results for radial integrals over products of Dirac-Coulomb functions and the radial part of the 
electromagnetic Green's function are expressed in terms of a matrix generalization of the gamma function. 
This matrix gamma function has many useful properties, including a recurrence relation similar to that of 
the gamma function, and provides a compact easily manipulated method of evaluating the Dirac-Coulomb 
radial integrals. These results can be used to calculate the virtual and real photon spectra associated with 
electron scattering from the nucleus. 

I. INTRODUCTION 

Exact radial integrals of Dirac-Coulomb functions for 
the case of zero energy loss were given by Reynolds, 
Onley, and Biedenharn1 some years ago. These results 
led to distorted wave calculations of inelastic electron 
scattering from low-lying discrete levels in the nucleus 
where the energy transfer to the nucleus could be ne
glected in comparison with the incident electron ener
gy.2 These calculations were extended to include energy 
loss by means of numerical integration, 3 and this cal
culation has been of major importance in the analysis of 
inelastic electron scattering from discrete levels during 
the past ten years. Numerical techniques for calculating 
the radial integrals, however, are too time consuming 
and not sufficiently precise for many purposes. 

A number of investigators have also given analytic 
results for the finite energy loss radial integrals. 4-6 
Rozics and Johnson4 showed that the radial integrals can 
be written in terms of a Lauricella hypergeometric func
function, a triple infinite series, and gave analytic con
tinuations of the Lauricella function which can be used 
for low energy electrons. The authors of Refs. 5 and 6 
write the integrals in terms of a finite series of Appell 
F2 functions which are doubly infinite series. They give 
analytic continuations which allow one to calculate the 
radial matrix elements at higher energies, but which 
have difficulty in evaluating the matrix elements corre
sponding to the emission of higher multi pole photons. 
In this paper we will make use of the Appell functions of 
Ref. 6, but we will stress the recurrence relations 
among the various radial integrals by use of matrix 
techniques which will permit the evaluation of the higher 
multipole matrix elements. 

The Dirac-Coulomb radial functions obey coupled 
first-order differential equations. Prewitt and Wright" 
were able to make explicit use of the differential equa
tions to evaluate the zero energy loss integrals for elec
tron scattering from magnetic and electric nuclear 
moments from some radius R to infinity in terms of an 
asymptotic matrix series. This allows one to restrict 
the numerical integration to the nuclear volume. Onley8 

has generalized this concept and investigated the matrix 
solutions of first-order differential equations, and inte
grals over those solutions. 

In this paper, we will make use of these techniques 
to obtain compact expressions for the Dirac -Coulomb 

2175 Journal of Mathematical Physics, Vol. 17, No. 12, December 1976 

functions, products of Dirac-Coulomb functions, inte
grals over products of Dirac-Coulomb functions, and 
the radial part of the electromagnetic Green's function 
for finite energy transfer. By use of these compact 
easily manipulated results, we can reduce the number 
of basic integrals that are required to a minimum. The 
basic integrals that are required will be evaluated by 
various analytic continuation techniques, including the 
ones given by Gargaro and Onley. 6 

In Sec. II we will discuss the matrix form of the 
power and asymptotic series expansions of the Dirac
Coulomb functions. The results here correspond to 
standard series expansions for Whittaker functions, but 
the matrix techniques provide a compact method of 
carrying out these expansions, and of transforming from 
one expansion to another. Furthermore, we obtain a 
Single series (albeit with matrix coefficients) for prod
ucts of Whittaker functions. 

In Seco III we will define and discuss the point inte
grals over the Dirac-Coulomb functions. Point inte
grals are radial integrals of products of Dirac-Coulomb 
wavefunctions over the full range of the radial coordi
nate with suitable subtractions being made for the inte
grals of irregular functions. These can be related to 
a generalized matrix gamma function whose elements 
are in the form of the Appell function9 F2 for the power 
series expansions, and the Appell function9 F3 for the 
asymptotic series expansions. We also give an expan
Sion of the Appell F2 function in terms of four of 
Appell's F3 functions in addition to the analytic continua
tions of the Appell F2 function given by Gargaro and 
Onley. 6 Either of these continuations permits the evalu
ation of the matrix gamma function. 

II. DIRAC-COULOMB RADIAL FUNCTIONS 

The Dirac equation with a spherically symmetric 
Coulomb potential can be separated into radial and 
angular functions in the standard way. 10 The radial 
Dirac-Coulomb functions for a lepton of energy E and 
rest mass m satisfy the following coupled first-order 
equation if we take the nucleus to be a point charge: 

d U(r) =[A _ B) U(r) 
dr \r ' 

(1 ) 

where the constant 2 x2 matrices A and B corresponding 
to the standard form of this equation are given by, 
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A = (- K OIZ) 

-aZ /{ ( 

0 
B-

(E-m) 
and 

where K is the eigenvalue of the Dirac operator IS 
= (3(a· L + 1). The normalized solutions for this particu
lar choice for A and B can be written as 

vj(r) ), 

u;(r) 
(2) 

where the regular radial functions v~ and u~ are given 
explicitly in terms of the Whittaker function by 

j/J~(r)}= (_ (!E _lm)l 12) exp( 717)/2) I r(y +i7) I 
~1l~(r) E + m pl'lJiY r(2y + 1) 

x{:}(y + ;,) exp[-;(y + 1/2»/2] 

x exp(i1/K)M_1/2_i")2ipr). 

The parameters are y= (K2 _ a2 Z2)1 12, 7) = OIZ E/p, 
P =(E2 - m2)1/2, and 1/., the Coulomb phase shift, given 
explicitly by 

( ) _ .!!. 1 +S. _..!.. (7l(K +ym/E») 
7). y - - 2 2 2 arctan KY _ T/2 m /E 

with {3=OIZm/p and S.=K/IKI. A second pair of solu
tions (irregular solutions labeled by I) are obtained by 
changing the sign of y everywhere. 

where 

The matrix power series solution to Eq. (1) is most 
easily obtained in a representation when A is diagonal 
which we distinguish here by the label (A). Thus, 
U(A,(r) == CU(r) with B(A) = CBC 1 , A (A) = CBC 1 , where 
the transformation matrix C is given by 

-1 ( K-i(3)J 
J E + m 1 + y + i7) . 

1 (1-~) v E +m y - iT) 

(3 ) 

The transformed A and B matrices are 

A (A)=(y 0), 
\0 -y 

B(A)= ip (-iT/ Y.-i7)\. 

Y \Y +i1/ 11/ } 

The matrix solution to Eq. (1) with A diagonal has been 
given by Onley8 and is 

(4) 

where A = diag(a u a2 , ••• ). The notation rA means 
diag(r0 1 , r·2 , •• • ); more generally if A and B are diagonal 
matrices, the notation BA means diag(b~\b~2, •. • ). The 
subscript 0 on a function is used to distinguish a power 
series expansion from an asymptotic expansion which 
carried a subscript 00. The elements of UciA)(r) can be 
identified in terms of the well-known Whittaker function 
as follows: 

(5) 

The matrix power series corresponds to the standard power series solutions for point regular and irregular 
Dirac-Coulomb functions, but here one calculates the four functions in one series simultaneously. 

It is also easy to calculate products of Coulomb functions by increasing the dimensions of our matrix equations 
and solutions. The solution given in Eq. (4) is not confined to the particular matrices A and B given here; it is valid 
for any pair of finite matrices of the same size. This can be particularly useful in dealing with products of solutions 
of the type denoted here by U(r). Suppose we have two such matrix equations distinguished by the suffix i=1,2, 

d~ u/r)=(Ari -Bi) Ui(r), 

The direct product of such solutions written W(r) = U2 (r) 0 U1 (r) is a 4 x4 matrix, each element of which would be a 
product of two Whittaker functions corresponding to different parameters. Furthermore, W is a solution of an equa
tion of the same form as Eq. (1) with, 

(6) 

Another relation which we will find useful is 

raexp(_ br) W(A, B; r) = W(A +aI, B +bI; r), (7) 

which is true for any solution with A and B n Xn matrices and a, b scalars [the expression rO exp( - br) is simply the 
solution of Eq. (1) in the case where aU the arguments are scalar}. Thus, the integrand of many integrals of physi
cal interest can be generated by a single matrix series. 
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To assist us in obtaining asymptotic series expansions for the Dirac-Coulomb functions, we examine the power 
series expansion in a B-diagonal form, Firstly we consider, U~Bl) = GU~A>, where 

(

1 _ Y-i7)) 
_ Y +iT) 

G- , 
1 1 

and the normalized solutions are again in terms of Whittaker functions 

As before, the first column contains the regular Coulomb functions and the second column contains the irregular 
Coulomb functions. For reference, we note that we could also obtain U~ B1) from U(r) by the transformation U6B 

1) 

=DU(r), where 

(

i(Y - i7) 

-1 JE +m 
D= 2 

(y +i7) .( .(3) 
-1 K -I 

JE+m 

~) JE-m 

K - i{3 

JE-m 

(8) 

(9) 

There is an additional B-diagonal power series solution which is sometimes of interest. It is U6 B2 )=HU, where 

rows. 

The asymptotic matrix series solution to Eq. (1) is most easily obtained in B-diagonal form. OnleyB has shown 
that it is 

U~B) =~DnrA-ne-Br, (10) 

where A denotes the diagonal elements of A, and if A =A -A, then for i* j 

{D }. = {A" +n -1)Dn_Jii - (A ii -Aij){Dn_Jij 
n !J bl-b

j 
, 

and for i =j 

where b I are the diagonal elements of B and Do = I. The elements of U~Bl) can be identified explicitly in terms of 
Whittaker functions of the second kind by 

- (2ip tl/2?/n(y - i7)W_ 1 / 2-ln, r(2ip r»). 
(2 ·p)-1/2+ ln W (2·) 

1 1/2-ln,r Ipr 

Note that this solution has the interesting symmetry property that U~Bl) =KU~Bl )*K. Just as in the power series 
case, products of functions are given by the same asymptotic matrix series for higher dimensional A and B 
matrices. 

Since U6 B1 ) and U~Bl) both represent the general solution to the differential equation, we must have U6B1 )N-1 

= U~Bl IT, where T is a constant matrix and we have removed the normalization matrix of Eq. (8) for convenience. 
We can find T for the Dirac-Coulomb functions by using the relationships between the power series and asymptotic 
series Whittaker functions. 11 We find 

(

r(2Y + 1)(2ip)ln 

T= r(y +1 +i7) 

r(2y +1)(-2ipt ln (.) 
r(I +y-i7) exp 11TY 

r(- 2y + 1)(2ip) In 

(Y +i7) r(- Y +i7) 

r( - 2y + 1)(- 2iP)-in 

r(1 -y-i7) 

(11) 
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This result provides a compact expression for obtaining the regular Whittaker functions in terms of the asymptotic 
functions. 

III. INTEGRALS OVER DIRAC-COULOMB FUNCTIONS 

We now turn to the problem of integrals over products 
of Dirac-Coulomb wavefunctions and the radial part of 
the electromagnetic Green's function, which is j L(wr) or 
h ~ll(wr) corresponding to emission of real or virtual 
photons, respectively. 5 We will discuss this in general 
terms before turning to the explicit problem of electron 
scattering. 

FollOwing Onley, B we define an integral operator 
S(A,B;R) by 

s(A, B; R) W(A, B; R) = f; W(A, B; r) dr, (12) 

where W(A, B; 1') is a solution of the first-order matrix 
differential equation Eq. (1), and we confine ourselves to 
to cases where the integral is convergent at the upper 
limit. The operator S (A, B; 1') satisfies the inhomoge
neous equation 

dS + s(A _ B} = _ I 
dr r ' 

and has the particular power series solution 

P(A,B;r)=-(A +lt1r-(A +1)-1B(A +2)-11'2 

(13 ) 

-(A +1)-1 B(A +2)-1 B(A +3t' y3··· (14) 

as long as A + >l is not singular. The solution to the 
homogeneous equation obtained from Eq. (13) by remov
ing the term I is W(A, B; r)-" thus the general solution 
for S is of the form 

S(A, B; r) = rW(A,B; r)-1 + P(A,B; r), (15 ) 

where r is a constant matrix. Combining Eqs. (12) and 
(15), we can write 

r= r~W(A,B;r)dr-P(A,B;R)W(A,B;R). (16) 
. R 

In Eq. (16), the left-hand side does not depend on R 
although this variable appears explicitly on the right. In 
fact R can take any value for which the functions on the 
right are defined. In particular we take the limit R - 0 
and define the subtracted integral as follows: 

J. ~ W(A, B; r)dr= lim[ rW(A, B; r)dr 
.(0) R-O . R 

-P(A,B;R)W(A,B;R)]. (17) 

Clearly if W is a regular function of r at the origin, the 
product PW on the right side of Eq. (17) vanishes in the 
limit, and the integral is simply the conventional inte
gral with lower limit zero. If W is irregular, however, 
Eq. (17) still gives a finite result since the functions 
on the right are defined for any nonzero R and the com
bination is independent of R. This process is related to 
the subtracted integral definitions used with scalar 
functions-compare the definition of the conventional 
gamma function for negative arguments given in Ref. 
12 on p. 243. The choice of the letter r for the defini
tion of Eq, (16) is not entirely arbitrary. If we display 
the matrix arguments A and B, on which the function 
depends, as follows: 
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r(A + 1 B) = I ro W(A B' r) dJ' 
, . (0) " , 

(18) 

this function is related to the conventional gamma func
tion with a matrix argument. In fact, when B is the unit 
matrix r(A, 1) = r(A). The recurrence relation for the 
gamma function also holds in a modified form, namely 

(19) 

and we will have occasion to use this later. Relation 
(19) is readily obtained by integration by parts and use 
of Eq. (7). 

In the case of electron scattering from a finite nucle
us we require integrals over products of solutions of the 
the Dirac equation for an electron moving in the electric 
potential of a distributed charge. Such solutions and 
their integrals we suppose are necessarily found by 
standard numerical methods of integration starting at 
the origin (where the wave functions are regular) and 
continued to an approximate radius R beyond which the 
denSity of nuclear material is negligible. The integrals, 
however, do not cut off at this point but rather assume 
the standard form discussed here, the component wave
functions being simply solutions in the field of a point 
charge. In general we may expect to calculate an inte
grating operator S, such as that defined in Eq. (12), 
which when operating on the wavefunctions at the nu
clear boundary radius R, produces the integral of the 
operand from that point to infinity. In general the diffi
culty in evaluating such an operator is in finding a 
suitable expression for the function r. 

The radial integrals relevant to the electron scatter
ing problem can be obtained from linear combinations 
of the elements of 

RI= rx U(2)*® U(1){hi(wr)} dr, 
• (0) 

j L(wr) 

(20) 

where L is related to the photon multipolarity and the 
spherical Hankel function corresponds to emission of a 
virtual photon of energy lA' and the spherical Bessel 
function corresponds to the emission of a real photon of 
energy w. If we transform the electron wavefunction 
U(1)(U(2» corresponding to the initial (final) state to the 
standard representation given in Eq. (2), then we can 
obtain the Bessel integral from the Hankel integral by 
taking the real part of RI, since in the standard repre
sentation the wavefunctions are real. We further note 
that the spherical Hankel function can be written as an 
exponential times a finite series expansion in inverse 
powers of the radial coordinate r, 

L+1 

hi1 )(wr) = exp(iwr) L an(L)r-n, 
rpd 

where 

2r(L +n)in-L+2 

an(L) = r(n) r(2 + L - n)(2w)"' 

(21 ) 

This allows us to use the general properties of the solu
tions to Eq. (1), given in Eq. (7), to write the integrals 
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RI in terms of a finite series of matrix gamma functions 
with the A matrix differing by integerso Furthermore, 
use of the recurrence relation for the matrix gamma 
function given in Eq. (19) allows us to write the integral 
RI as 

RI = xr(A, B - iw), (22) 

where A and Bare 4 x4 matrices arising from the 
direct products of the initial and final electron wave
functions, and X is a 4 x4 matrix which depends on A, 
B, and L, the multipolarity of the photon emitted. The 
matrix X is given explicity by 

where the successive terms in the matrix product 
multiply from the left. 

(23) 

Thus, radial integrals for all multipoles L can be 
generated from one basic matrix gamma function, 
r(A,B -iw). This result will allow considerable savings 
in computation time, particularly for the case of 
bremsstrahlung where many multipoles contribute. 
Before discussing how we evaluate this basic matrix 
gamma function, we note that we have checked the 
recurrence scheme used above on the computer and 
when recurring in the direction outlined above it works 
extremely well. 

We can obtain an expression for r(A,B -iw) by using 
the power series solution in A -diagonal form for the 
wavefunctions. Explicitly, we require 

ro(A (A>,B(AI -iw)= foo UJAI(2)*0 Uci AI(I) exp(iwr) dr. 
(0) r 

Defining 

W(A (A) _1,B(A»= Uci A)(2)*® UciA)(I)!, 
r 

and integrating the power series solution for W given 
in Eq. (4) term by term, we obtain 

(24) 

where w is considered to have a small positive imagi
nary part to ensure convergence of the individual inte
grals. The coefficients Vn are given by Eq. (4) with 
B=B(AI. Unfortunately this matrix series is not con
vergent for any set of values of phySical interest and 
we do not know any analytic continuation techniques for 
matrix series. 

If we consider r 0 in the B -diagonal form, 

ro(A(Bll,B(Bll_iW)=!OO UciBll(2)*0 UciBll(l) exp(iwr) dr, 
(0) r 

(25) 

we can integrate each individual element of roo Apart 
from the normalization matrix N, these elements are 
given by 

10 = kib, -
, 

)/2 k~b2-l)1 2f.~ r'H exp( - Ar) 
(0) 

X,F,(a2,b2,k2 r) IFI(a"b"k, r)dr, 

where A=i(Pl-P2-W), k , =2iPl> andk2=-2iP2 0 
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(26) 

The parameters 0', b
" 

b2 are constant for each column 
of r o. They are given explicitly by the following: 
column I, (]I=Y, +Y2' b l =2Yl +1, b2=2Y2 +1; column 2, 
0'=-YI+Y2, bl =-2y,+I, b2=2Y2+ 1;column3, 0' 

=YI-Y2' b, =2YI+ 1 , b2=-2Yz+l;column4, 0' 

= -Y, -Y2' b, = -2y, +1, b2= -2Y2 +1. The parameters 
a l and a z vary within the columns in a regular pattern. 
For the elements, i, of the first column of r 0' they 
(1) al=YI +i1), +1, a2=Y2 -i1)2 +1; (2) al =YI +i1)l' Gz 
=Yz -i1)z +1; (3) al=YI +i1)1 +1, G2=Y2-i1)2; (4) al 
= Yj +i1'/J> a 2 = Y2 - i1'/20 The parameters ill and il2 for the 
elements of the remaining columns are given by the 
same expressions with the signs of Yt and Y2 changed as 
in columns 2, 3, and 4 above. By giving A a small 
positive real part E to insure convergence at infinity 
(e. g., let PI = PI - iE), and USing our subtracted defini
tion of the integral when necessary, we can expand the 
hypergeometric series and integrate term by term to 
obtain 

where x = k2/ A, y = k , / t:., and F2 is the double hyper
geometric series of AppelL Explicitly, 

which is absolutely convergent for I x I + I y I < 1. For 
the phySical variables of interest this series does not 
converge, but has been analytically continued by 
Gargaro and Onley6 to convergent series and used to 
evaluate electron radial integrals for point charge wave
functions which would correspond to the first column of 
the matrix r o. We note here that the same analytic con
tinuations can be used for evaluating the integrals (in 
the subtracted sense) in the second, third, and fourth 
columns of ro which contain the irregular wavefunc
tions. This analytic continuation is given explicitly by 
F 2(0',{:3,{3',y,y';x,y)=QI +Q2 +Q3' where the three 
double series are 

Q 
_ r(y') r({3' - 0') (_ )_a 

1- r({3') r(y' - 0') y 

xL (O')m(l-y' + a)m(a +m)n(1 -y' + (]I +m)n 
m,n (1 - {3' + a)m(1 - (3' + 0' + m)n(Y)n m! n! 

_ r(y')r(a-,B')r(y)r({:3-Cl+W) (X)B' _a 

Q2-r(a)r(Y'-{:3')r({:3)r(y-a+{:3') y (-x) 

xI;: (W)n(1 -Y' + {:3'la(Cl - {3')m(a +1-y- {3')m({:3- Cl +W -m)n 

m,n (1 - Cl + {3' - m)n(Y + {3' - Cl- m)n(1 + Cl - {:3 - {:3')m m! n! 

(28) 

Q = r(y')r(y)r(Cl-f:3'-J3l (_ t6'(_ )-B 
3 r(Cl) r(y' - (3') r(y _ (:3) y X 

XF3({:3, {3', 1 - Y + {:3, 1 - Y' + {3', 1 + {:3 + (3' - a; 1/ x, l/y), 

where Q3 is written in terms of Appell's hypergeometric 
function F3 which is absolutely convergent for II/xl <1 
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and 11/y I <1. The series Q1 and Q2 are absolutely con
vergent for Illy I + I x/v I < 1. These convergence con
ditions are met for the physical values of x and y in the 
electron scattering problem. 

An additional analytic continuation of Appell's F2 
function, and hence of r 0' can be obtained by use of the 
asymptotic series expansions for the wave functions 
given in Eq. (9). Defining 

r~(A,B-iw)= f.oo U~BI\2)*®U~BI)(1)exp(iwr) dr 
(0) r 

(29) 

and substituting the matrix series expansion given in 
Eq. (10), we can integrate term by term if the integral 
converges at infinity (i. eo, the elements of B all con
tain positive real parts) to obtain 

rro(A,B-iw)=L- D"r(A-n)(B-iwtA+", (30) 
11=0 

where D. is given in terms of (A -1) and (B - iw) follow
ing Eq. (10). Since B and.if are both diagonal BA is 
defined [see note follOwing Eq. (4)]. 

In order to investigate the convergence of this matrix 
series, first given in Ref. (8), we examine the individ
ual elements of r~. A typical element is of the form 

1~ = I(~)exp(- Ar)rY'-1 2FO(a2, b2, 1/k2r) 2FO(aub1, 1/k1r)dr 

(31 ) 

where ku k2' and A are different for each column. The 
values for the four columns are: A1 =-i(PI-P2 +w), 
(k1)1=2iPl, (k2)1=-2iP2; A2=i(Pl +P2- W), (k l )2 
=-2iPl> (k2)2=-2iP2; A3 =-i(Pl +P2+W), (k l )3=2iPu 
(k 2)3=2iP2; and A4=i(PI-P2-W), (kJ4=-2iPl, (k 2)4 
= 2iP2; where the subscript refers to the column of r ~. 
The other parameters a 1b 1a2 b2y' in Eq. (31) vary with 
the elements within a column in roo but their magnitude 
has no special significance for the present argument as 
long as y' is not a negative integer. In order to have the 
integrals convergent at infinity, it is necessary to 
choose PI =Pl +iE for the first and third columns, and 
P1=Pl-iE for the second and fourth columns. Doing so 
we can integrate, in the subtracted sense, the asymp
totic expansions of the wave functions in Eq. (31) term 
by term to obtain 

(32) 

and is absolutely convergent for I x I < 1, Iv I < 1. The 
variables in Eq. (32) are x;=-Aj(k1)i' J'j=-Aj(k2)i, 
where i labels the column of roo' This 4 x4 collection 
of F3 functions corresponds exactly to the matrix series 
for r ro given in Eq. (30). Thus we have obtained a 
single matrix series expansion which could be used to 
calculate Appell's F3 function in lieu of Eq. (33). When 
we examine the convergence of the individual elements 
of r ~ we find that some columns are convergent, but 
that one or two columns are not convergent depending 
on the value of UJ, the energy lost by the electron. 
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Fortunately, the matrix series, Eq. (30), can be used 
to calculate any column of r ro independently, while the 
remaining columns can be evaluated by other means. 
We have derived the required analytic continuations 
for the F3 functions which will permit the evaluation of 
all the nonconvergent columns, 13 but will not give them 
here. 

Given that we can calculate r 00 (A (Bl),B(B I) - iw), we 
require the first column of ro(A (BO,B(Bl) -lw) for the 
point nucleus case. For the case of the wavefunctions 
we gave a relation between the power series expansion 
and the asymptotic series expansion in Eq. (11) which 
can be used to relate direct products of wave functions 
times scalar factors. This relation, however, cannot 
be used to relate the integrands of r 0 and r ro given in 
Eqs. (25) and (29) since it does not hold when the 
necessary convergence factors, E, are introduced to 
make the integrals convergent at infinity, We have, 
however, been able to find an analogous transformation 
relating r 0 and roo by investigating the relationship 
between Appell's F2 and F3 functions. Appell's F2 func
tion can be written in terms of four of Appell's F3 
functions, 13 

where 

+BF3(aub2-a2,al +1-ol ,l-a2> 

1-1' V-I) O2 - 2a2 + 0'; --' ,-'--
x V 

+ CF3 (b l - au a2> 1 - au a 2 + 1 - b2 , 

x-I 1 - x) b -2a +0"--,--
I 1 'x y 

(1 _ x)"-2a1+b,-1 

C=v- a2
(_X)",-b

l 
r(a)r(b2-a2)r(b,-2a, +0')' 

Each of the Appell F2 functions which appear in ro can 
be expressed as a sum of four F3 functions which appear 
in the same row of roo' This allows us to write 

(35) 

where the normalization matrix N is given by the direct 
product of the incident and final wave function normaliza
tion matrix given in Eq. (5), and the transformation 
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matrix T' can be written in terms of the electron vari
ables in the following form: 

(36) 

where the diagonal matrices P 2 and PI have elements 

P 2=diag[sin7T(i1)2 -i1)I), sin7T(i1)1 +i1)2)' 

- sin7T(i1)1 +i1)2)' sin7T(i1)I - i1)2)]' 

. [-r(2Y2 +1)r(2Yl +1) r(2Y2 +1)r(1-2Yr) 
PI = dlag ()' ( ) , sin7T 1'1 +1'2 sin7T Yr -1'2 

r(l - 21'2) r(2Yl + 1) r(1 - 21'2) r(l - 21'1) ] 
sin7T(h - 1'1) , sin(Yl + h) , 

and the 2 x2 matrices M2 and MI are given by 

exp(i 7TY2)(2iP2>" i~2 ) 
r( - 1'2 - i1)2)(Y2 - i1)2) , 

(-2ip2)i~ 

r(1 - 1'2 +i1)2) 

exp(i7TYI)(-2iPl)i"I ) 
r(- 1'1 +i1)I)(Yl +i1)l) 

(2iPI>" i~l 

This result permits an alternate method of calculating 
the basic integral ro(A,B -iw). 

The results given in Eqs. (25) and (35) permit the 
evaluation of ro in B-diagonal form. To obtain ro in the 
standard representation of the wavefunction, see Eq. 
(2), we simply make use of the matrix D given in Eq. 
(9) which transforms the wavefunctions from the stan
dard representation to the B-diagonal representation 
to write 

r(A, B - iW) = (DrI 0 D;l) rotA (B I >, B(B I ) - iw), (37) 

where the labels 1 and 2 refer to initial and final states 
of the electron, and the matrices A, B, A (B I ) and, B(BI ) 

and 4 x4 matrices generated from the 2 x2 matrices in 
the standard or B-diagonal representation by means of 
Eq. (6), and rotA (BI),B(BI) -iw) is given explicitly in 
terms of Appell's F2 function in Eqs. (25) and (27). 

IV. CONCLUSIONS 

The results presented in Sec. In allows one to calcu
late the radial integrals required in the analysis of the 
real and virtual photon spectrum associated with high 
energy electron scattering from the nucleus in terms of 
a single matrix function r 0 (A, B - iw) for each value of 
Yo h, and w for any multipole L. The matrix function 
ro can be evaluated in terms of analytic continuations 
of Appell's F2 series, or in terms of a matrix series 
coupled with analytic continuations of Appell's F3 
series. For the case of the point nucleus, Appell's F2 
series is simpler to use since all sixteen elements of 
r ~ are required to calculate just the first column of r o' 
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For the case of finite nuclei where all sixteen elements 
of r 0 are required, the use of r ~ may be preferable. 

To summarize, the radial integrals from R to infinity 
involving the standard form of the radial functions given 
in Eq. (2), both regular and irregular, are given by the 
follOwing matrix: 

f~ U (r)* 0 U (r) exp{iwr) dr 
2 I r 

R 

= ro(A,B - iW) - ptA -l,B - iw;R) 

where expressions for ro and P are given in Eqs. (37) 
and (14). 

As a test of the practicality of the techniques given 
above, we have evaluated the point radial integrals 
needed for calculating the virtual photon spectra for 
100 MeV electrons with mulUpole contributions up to 
L = 5. This requires only the evaluation of the first 
column of r 0 which we carried out by using the analytic 
continuation of Appell's F2 series given in Eq. (28). Our 
results agree with the previous results of Gargaro and 
Onley6 for the lower multipoles which they calculated 
and, when the nuclear charge was put equal to unity, 
reproduced the plane wave Born approximation results 
to within 1 %. Furthermore, the use of the matrix re
cursion techniques reduced the calculation time, as 
compared to Gargaro and Onley, by at least a factor of 
2. We intend to extend these calculations to the problem 
of calculating the radiation tail accompanying electron 
scattering, where many multipoles contribute, and, to 
include the finite nuclear size effects. 
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The frequency dependent electrical conductivity for 
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An abstract Hilbert space with a particularly convenient scalar product is introduced to permit a 
generalization of Feenberg's rearrangement method of perturbation theory to be applied to thermal Green's 
function calculations. This method has the advantage of treating averages (either thermal or configuration) 
rigorously from the start. Explicit calculations are done for the frequency dependent electrical conductivity 
for alloys with diagonal disorder at zero temperature. Three practical approaches are discussed: (I) the 
Gram-Schmidt orthogonalization procedure, (2) a trick which depends on the Hermitian character of the 
polarization operator, and (3) a general procedure for using nonorthogonal basis vectors to expand the 
Feenberg formulas. To second order in the scattering strength, a new expression for the conductivity is 
found which is valid for all frequencies. This expression agrees with earlier perturbation theory results 
when the frequency is very small or very large. 

I. INTRODUCTION 

In an earlier paper! (hereafter referred to as I), one 
of the present authors generalized Feenberg's perturba
tion theory2-4 by applying it to the calculation of thermal 
Green's functions and Kubo formulas. This abstract 
Hilbert space generalized Feenberg (AHGF) method 
gives an immediate expression for a self-energy which 
is tractable, possesses a satisfactory thermodynamic 
limit, and has a rigorous foundation. Motivation for the 
method was found in an analysis of the properties of the 
moment expansion of the thermal Green's functions. A 
number of brief applications were discussed to demon
strate the breadth and tractability of the method. 

The present paper gives a more detailed account of 
the application of AHGF to the calculation of the fre
quency dependent conductivity for disordered alloys. 
This work was first discussed in Ref. 5 whkh also in
cludes numerical computations of the frequency depen
dent conductivity using a different generalization of 
Freenberg's perturbation method. The latter computa
tions will be published elsewhere. 

Previous work on the frequency dependent conductiv
ity has been done by several authors. The high frequen
cy conductivity has been studied by Yamada, S Lonke and 
Ron,7 Velicky and Levin, S and Sen. 9 Yamadas treats the 
very low and very high frequency cases as a second
order expansion in the impurity potential. Lonke and 
Ron7 calculate the conductivity for a system of free 
electrons with dilute impurities. Velicky and LevinS 
and Sen9 study the conductivity using the coherent poten
tial approximation. 10,11 Numerous authors have studied 
the low frequency and dc conductivity. Much of the 
earlier work is subsumed by the coherent potential ap
proximation to the conductivity. 12 Further references to 
the earlier literature may be found in Refs. 5, 12, and 
13. 

Section II introduces the disordered alloy Hamiltonian, 
the Green's functions, and conductivity. Section III dis
cusses the alternative choices for scalar products to be 
used in Sec. IV. The AHGF method is described and 
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motivated in Sec. IV. The canonical form for the con
ductivity is found and comparison with the classical 
Drude formula is also included in Sec. IV. Section V 
gives a very simple application of AHGF and the Gram
Schmidt orthogonalization procedure to the conductivity 
when the bandwidth is small compared to the scattering 
strength. Section VI derives a new result valid for all 
frequencies and correct to 0(1\2) in the scattering 
strength. The possibility of expanding the Feenberg 
formulas in terms of nonorthogonal basis vectors is 
examined in Sec. VII. The resulting formalism is ap
plied to give the general formulas for AHGF in the 
Bloch representation in Sec. VIII. Evaluation of the in
verse optical effective mass and of more general ex
pectation values required in the analysis are given in 
Appendices A and B. 

II. THE DISORDERED ALLOY CONDUCTIVITY 

The disordered alloy Hamiltonian in second quantized 
form is 

H=HO+ii 

with 

Ho=.6
J 

t)j)c1noc j na 
, no 

and 

(2.1) 

(2.2) 

where n is the band index, t:1) is the transfer (or hop
ping) matrix element from site i to j-hopping between 
bands (hybridization) is excluded, Eln

) is the energy of 
an electron at site i, and cIno (c lna) creates (annihilates) 
an electron with spin a and band index n at site i. The 
fermion operators obey the anticommutation relations 
{c~ C"n' ,}= 1\1 ,.,an~n,a 0' where 1\", B is the Kronecker Incp I a ,... a, • 
delta. It is frequently assumed that the state created 
at site i is the Wannier state associated with the Bloch 
states of the pure crystaL Consideration can generally 
be limited to a single band unless one is interested in 
optical transitions between bands. Furthermore, the 
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Hamiltonian does not alter the spin so one may ignore 
the spin index by introducing a factor of 2 in the formu
las for physically measurable quantities, The band and 
spin indices will be suppressed in the future. 

Analysis is simplified further if we restrict study to 
the three-dimensional simple cubic lattice structure 
with nearest neighbor (n. n. ) distance a and n. n, trans
fer only. Thus, tij = 0 unless i and j are n. n. (tu = 0 
also). In a pure crystal tii and Ei are each constant in
dependent of the site index. 

The most commonly studied model in the literature is 
that of the binary disordered alloy with diagonal dis
order. In this case Iii takes on the same value as that 
for a pure crystal of A or E (assumed same for both) 
while Ei equals either EA or EB depending on which type 
of atom occupies site i. Concentrations of A and Bare 
x and y respectively (x -+- y = 1). For Simplicity we re
strict discussion to this case in the work that follows, 

When tii does not depend on the distribution of im
purities, the Hamiltonian can be usefully transformed to 
a wave-vector representation by making the definitions 

ct = ,v-l/2 6 exp(ik . R)c i. (2.4) 
i 

Upon inverting the Fourier transform we find 

(2,5) 

and H becomes (suppressing the boldface roman vector 
symbolism) 

where 

U(q) = }Vl.0 Ei exp(iq . R), 
i 

s(k) = t(coskxfl + cosk.fl + coskzl1), 

Ek= WS(k) where W=6t. 

(2.7) 

(2.8) 

(2.9) 

Our studies will be centered around properties of 
Zubarev-tYpe retarded thermal Green's functions for 
general operators A and B 14: 

G(z) = «A; B» z= r: G(t) exp(izt)dt 

= - i 10 ~ dt exp(izt)([A(t), B (0) ].), (2.10) 

Imz "0, 

Inverting the transform one finds 

G(t) = «A(t); B(O») = f~ ~: G(z) exp(- izt) 

= - ie(t)([A(t), B(O)].). (2. 11) 

The double bracket convention is defined by (2. 10) and 
(2.11). The choice of Fourier transform convention and 
multiplicative constants is uniquely determined by re
quiring G(z) for Single-particle operators to have the 
same matrix elements as the resolvent operator 
(z - H)-I, G (z) also satisfies the equation of motion 
(EOM) 

z«A; B» z = ([A (0), B(O) ].) + «[A, H]; B» z 

=([A(O), B(O)].) - «A; [B, H]»z' (2.12) 
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In these equations (0) = TrpO, where p is the density 
matrix p = Q-l exp[ - {3(H - /IN)] for the grand canonical 
ensemble and Trp = 1 determines the partition function 
Q. A(t) is the Heisenberg operator 

A(t) = exp(iHt)A(O) exp(- iHt), (2.13) 

Tr is the trace operation, {3= (kT)-l where T is absolute 
temperature, and e(t) is the Heaviside function. Units 
are chosen so that Ii = L And finally [ , J. is either the 
commutator or anticommutator depending on whether 
the operators A and Bare bosonlike or fermionlike 
operators. See Zubarev14 for a discussion of the proper 
choice of sign. 

Including the configuration average in the definition, 
we have 

«A; Bt» z+i~ = - i 10 ~ dt exp(izt -171) (Trp[A(t), Bt (0) l.) C' 

(2,14) 

If we define the operator L by 

LO=[O,H], 

then it is easy to show that 

A(t) = exp(- iLt)A. 

Putting (2.16) into (2.14) we have 

(2.15) 

(2,16) 

«A; Bt» z= - i 10 ~ dt exp(izt)(Trp[exp(- iLt)A, Btl.) c 

= (Trp[(z - Lr1A,Bt].)c 

(2.17) 

In order to express the conductivity as a Zubarev
Green function we need to define appropriate operators 
A and B. The relevant operators are the polarization 
and current operators. The polarization operator is 

(2. 18) 

The current operator may be calculated from the polar
ization operator as 

Ju=-iLPu=ie6tij(Ri-R.) c!c" (2.19) 
ij 1 Il , J 

Given the operators (2.18) and (2.19), we can calculate 
the frequency dependent conductivity per unit volume 
according to the formula 

(2.20) 

III. THE SCALAR PRODUCTS 

In this section we present the scalar products needed 
for the AHGF discussed in Sec. IV. Two different sca
lar products are needed: one for fermionlike operators 
(when the anticommutator appears in the Green's func
tion) and one for bosonlike operators (when the com
mutator appears). The fermion scalar product is easily 
chosen. However, for the boson operators two choices 
present themselves and one is free to choose the most 
convenient. 

A scalar product must satisfy three conditions: 

(A,B)=(B,A)*, 

(A,A»O forA,iO, 
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(3.3) 

and 

(A,y i3IBi)=Y i31(A,B I ). (3.4) 

In addition we require the operator L to be Hermitian, 

(A, LB) = (LA, B). (3 0 5) 

(1) The fermion scalar product has been discussed by 
Lonke, 15 

(A, B) = Trp{At , B}== ({At, B}). (3 0 6) 

The single parenthesis notation will be used to denote 
the fermion scalar product. That conditions (3. 1) and 
(3.3)- (3.5) are satisfied is easily checked. Condition 
(3.2) follows from 

(A, A) = _Q1 L; [exp(- i3EI) + exp(- i3Em)] 1 (m IA Iz) 12;? O. 
I,m 

(3 0 7) 

In Eq. (3.7) and throughout this section E I is the lth 
eigenvalue of the operator H - iJ.N and Q is the grand 
canonical partition function. 

(2) One possible choice of boson scalar product has 
been discussed by Moril6 : 

The single parenthesis with M subscript notation will be 
used to denote Mori's boson scalar product. Again (3.1) 
and (3.3)-(3.5) are easily checked. (3.2) follows 
because 

(A, A)M == }Q L; exp(- i3E;): ;xp(- i3EI) I (m IAt Iz) 12;? O. 
~ 1m I m 

(3.9) 

(3) A second possible choice of boson scalar product 
has been found, 

(3.10) 

For reasons that should be apparent, we will call (3.8) 
the integral scalar product and (3 0 10) the differential 
scalar product. The double parenthesis notation will be 
used to denote the differential scalar product. As be
fore, (3.1) and (3.3)-(3.5) are easily proven. (3.2) 
follows from 

((A,A» == _Q1 L; [exp(- i3EI) - exp(- i3Em)] 
1m 

(3.11) 

The scalar products (3.8) and (3.10) are related in 
general by 

((A, B» = Trp[At, LB] = i3(Bt,At)M, (3.12) 

where 6 = (d/dt)O. Notice that, whereas (3.6) and (3.8) 
give dimensionless scalars when A and B are dimen
sionless, (3.10) has dimensions of energy (n= 1). 

An important example of the use of these scalar prod
ucts is in the evaluation of the optical effective mass 
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(see Appendix A): 

Trp[P., LP ,..] = (P., P ,,» = i3(J ",J.)M' (3.13) 

Either of these scalar products may be used in a 
particular application. We will find the differential sca
lar product to be the most convenient choice in the 
present work. This scalar product recommends itself 
because a direct evaluation in terms of thermal expec
tation values requires fewer operator transformations 
than is required when using the integral scalar product. 
The reason for this is that the exponential operators in 
the integral scalar product must be transformed away 
unless we are able to diagonalize the Hamiltonian ex
actly. Since the differential scalar product is expressed 
in terms of commutators of the Hamiltonian, these can 
be evaluated directly in any convenient representation
diagonal or nondiagonaL This fact proves to be a con
siderable advantage in practical calculations. 

Finally we note that the differential scalar product 
gives zero norm to any operator that commutes with the 
Hamiltonian. Hence, the norm of an operator as de
fined by (3. 11) is a quantitative measure of the deviation 
of the operator from its invariant part (the part that 
commutes with H). The integral scalar product does not 
automatically have this property. However, Mori has 
accomplished the same result by restricting the opera
tors in the Hilbert space to have invariant parts set 
equal to zero. We believe the present approach to be 
somewhat simpler. 

(4) In order to apply the scalar products to the dis
order problem, we wish to include the configuration 
average as well as the thermal average in the scalar 
product. This generalization may be included with es
sentially no additional work by defining 

for fermion operators and 

((A, B» = (Trp[LB, At]) c 

(3.14) 

(3.15) 

for boson operators. Since the configuration average 
does not cause any spurious interference between con
figurations in calculating condition (302), we find that 
(3.1)-(3.5) are automatically satisfied for (3.14) and 
(3.15) since they are satisfied for (3.6) and (3 0 10). The 
definitions (3.14) and (3.15) are the ones used in Sec. 
IV. 

IV. AHGF FOR THE CONDUCTIVITY 

The resolventlike form of (2.17) leads one to consider 
the possibility that a thermal Green's function may be 
viewed in general as a matrix element of (z ± L r 1 in an 
abstract Hilbert space whose scalar product is tempera
ture dependent. Zwanzig17 has discussed the operator 
(z - L)"1 and Morii6 has introduced a Hilbert space simi
lar to the ones to be discussed here. In Sec. III, we 
discussed the possible choices of scalar product used in 
fixing our Hilbert space. The scalar products we choose 
are 

(B, A) =(Trp{A, Bt}) c 

for fermionlike operators17 and 
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((B,A» ==(Trp[LA, BtJ>c 

for bosonlike operators. 1 

(4.2) 

Using these definitions we find the Green's functions 
can be written in convenient and illustrative form as 

(4.3) 

for fermion operators and 

«a; Bt»z==- i((B, (z - L)"IA» 

for boson operators where 6 == dol dt. The reader might 
be concerned that not every Green's function involving 
bosonlike operators can be expressed in scalar product 
form (4.4) because of the required time derivative on 
the left- hand side. However, this question is quickly 
resolved by noting that a single application of the EOM 
(2.3) gives 

Thus, by using Eqs. (4.3) and (4.5), we can express any 
Green's function as a matrix element of a resolventlike 
operator in the abstract Hilbert spaces determined by 
the scalar products (4.1) and (4.2). 

As discussed in Sec. III, the operator L is Hermitian 
in the Hilbert spaces defined by (4. 1) and (4. 2). In fact 
we used this condition to determine the proper choices 
of scalar product. That L is Hermitian will be useful 
to us in later work when we attempt to evaluate matrix 
elements of L in these Hilbert spaces. 

Once we establish a Hilbert space, an Hermitian 
operator L, and a resolvent (z - L tl, I shows that 
AHGF may be applied to the problem of calculating 
matrix elements of the resolvent. Matrix elements be
tween different operators A, B as in (4.3) are known as 
off-diagonal matrix elements of the resolvent; the 
matrix element of A with itself is a diagonal element. 
I shows how both diagonal and off-diagonal matrix ele
ments may be expressed uSing the Feenberg formulas. 2 

Although we only require the diagonal elements in 
most of our later work, we include both expressions 
here for completeness. We propose to form the vectors 
of our Hilbert space from the set of operators Ai so that 
the AI's are orthonormal and complete in the Hilbert 
space of interest. (It is possible to remove the orthog
onality requirement under conditions to be discussed in 
Sec. VII.) Under these conditions I shows that the 
diagonal element of the resolvent becomes 

(Am (z - L )-IAn) == (z - ';n(z))-l, (4.6) 

where 

and 

Lqr~ 

Z - ';nl"'pqr 

(4.7) 

(4.8) 

For the off-diagonal type of matrix elements, I shows 
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that 

(Am, (z - Lr1An) == (z - ~mtl (Lmn + 0 
rf:.m,n 

(4.9) 

These formulas may be derived in a fashion similar to 
that of Feshbach4 who obtained the Feenberg formulas 
directly from the eigenvalue problem using a method 
of successive approximations. 

Another argument using a matrix analogy may be 
summarized as follows: If we were dealing with a finite 
matrix, we would say that Feenberg perturbation theory 
could be used to obtain an algebraic expression for the 
Cramer's rule formula for the elements of the inverse 
of a matrix. The philosophy used then would be to as
sume we have a finite matrix, obtain the Feenberg 
formula, then allow the matrix to become arbitrarily 
large. The formulas (4.6) and (4.9) result. Similar 
ideas have been used by Massonl8 while establishing the 
rigorous convergence properties of an approximation 
scheme using finite dimensional subspaces of a Hilbert 
space to approximate a general Hamiltonian. 

To illustrate these ideas consider the electron crea
tion (annihilation) operators a~ (am) for the states m 
== 1, ... , N. We have in mind now a problem without the 
additional complication of disorder 0 For example, an 
alloy in a particular configuration could be discussed in 
the following terms using the scalar products (3.6) and 
(3.10). Then for the fermion case we find 

(4.10) 

so that these operators are automatically orthonormal 
and the AHGF may be applied straightforwardly to 
Single-particle Green's functions. Suppose further that 
these operators diagonalize the Hamiltonian 

(4.11) 

Then choosing our two-particle operators as Arm == aJam 
we find 

(4.12) 

Aim'S which commute with H have zero norm and are 
excluded from the Hilbert space. The remaining Aim'S 
are mutually orthogonal and can all be normalized. 

In order to apply AHGF to the conductivity, we need 
to express the conductivity as a matrix element of a 
resolvent operator, This is accomplished by first noting 
that Eq. (2. 20) may be rewritten as 

a IJ.v(w) == ~ ((Pv, (w + in - L)"1 P u», 

where we have used definition (4. 2). For a simple cubic 
crystal we may restrict discussion to the case J.1. == ll. In 
this case (4,13) is the diagonal element of a resolvent 
and we may apply (4.6). Since Puis not a normalized 
vector, we must be careful to account for its normaliza
tion. Also note that n is the total crystal volume. We 
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find that 

a(w) = i «PI"' p,J) 
11 w - ~p(u.l) • (4,14) 

Equation (4. 14) is an exact result independent of the 
precise definitions of either P or H. For example, the 
Hamiltonian may be generalized to include many- body 
effects (e. g., electron- electron interactions via a dis
ordered Hubbard Hamiltonianl9) without changing (4.14). 
In a practical calculation, the AHGF formulas become 
more difficult to evaluate, the more general the Hamil
tonian. However, the principles remain unchanged. We 
consider (4. 14) to be the canonical form for the con
ductivity. ~p serves the same role in the two-particle 
theory that the self-energy serves in the single-parti
cle theory. Equation (4, 14) is as important to the the
ory of the conductivity as 

G(E) = (E - L:(E)]-I 

is to the theory of the one electron Green's function. It 
should be the starting point of most approximation 
schemes. 

Using the result of Appendix A to express the nu
merator of (4. 14) in terms of Ho, we find 

a(w)=_ia
2
e

2 
(TrpHoL 

3\1 w+i7}-~p(w)" 
(4.15) 

This formula is convenient in many cases, For example, 
it is easy to see that the classical Drude formula is a 
special case of (4.15), To illustrate we assume a sim
ple exponential decay for 

a2e2 

(Trp(JI" (t), PI"(O)]>c=i 3 - (TrpHolcexp(- 2rt) (4.16) 

and obtain from (4.7) 

( ) __ !:..a2e2 (TrpHol c 

(J W - 311 W + 2ir (4.17) 

which is formally equivalent to the classical Drude 
formula. 8 We see that (4.15) reduces to this form when 
the two-particle self-energy ~p(w +iT])=-2ir is inde
pendent of w. 

Depending on the particular limit of the conductivity 
being studied, three different methods of using AHGF 
may be employed. The necessity of using different 
methods for different problems is imposed by require
ments of orthogonality on the basis vectors in the ab
stract Hilbert space. Three possibilities have been en
countered in practice: (1) orthogonal basis vectors may 
be found through Gram-Schmidt orthogonalization; (2) 
nonorthogonality of the basis vectors is negligible to the 
order of approximation being studied; (3) a set of non
orthogonal basis vectors must be employed to obtain re
sults correct to the desired approximation. Each of 
these cases will be discussed further in the following 
paragraphs and examples will be given in Secs. V-VIII. 

It is always possible to obtain an orthonormal set of 
vectors from an arbitrary set by using the Gram
Schmidt orthogonalization procedure, In a finite time, 
we can only obtain a finite number of vectors this way. 
In the limit of small bandwidth, this restriction is ac
ceptable because only three basis vectors are required 
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to span the Hilbert space for the conductivity calcula
tion, In more general problems, a technical difficulty 
arises because expanding the Feenberg formulas in 
terms of the Gram-Schmidt basis results in a continued 
fraction. In order to obtain an imaginary part for ~p, we 
must be able to sum this continued fraction or obtain an 
appropriate terminating function for it. Summing the 
continued fraction requires knowledge of all the basiS 
vectors of the Hilbert space and this knowledge requires 
considerable effort to obtain in most cases (if it is pos
sible at all). A physically motivated terminating func
tion may possibly be found but this is also a difficult 
problem to solve in many cases. 

Under certain special conditions, nonorthogonality of 
the baSis vectors may not be important so an alterna
tive method may be used, Suppose we wish to calculate 
~A (w), where An=A~ is an Hermitian operator. Then n 
we notice that if we were to orthogonalize Am with re-
spect to An according to 

(4, 18) 

where Smn is the overlap matrix element, then we would 
find 

(4. 19) 

because «Ant LAn» = 0 when An is Hermitian. Thus, if 
we are doing an approximate calculation and only retain 
the first nonzero term of Eqo (4.7) for ~An(W), we may 
safely ignore the nonorthogonality. This fact saves us 
much work in Sec, VI where An = PI"' 

If our problem is such that the Gram-Schmidt proce
dure is not satisfactory and the nonorthogonality is not 
negligible, then we must either orthogonalize the vec
tors by some clever trick or use the nonorthogonal 
vectors themselves in our calculation, In general, the 
rigorous application of Eq. (4,7) to two-particle Green's 
functions requires exactly the same amount of work in 
choosing an orthonormal set of operators as is required 
to diagonalize the Hamiltonian. This is obviously out of 
the question. It would be most convenient if we could 
apply AHGF to a set of nonorthogonal vectors. A pro
cedure for doing this is discussed in Sec. VITo Having 
establiShed a procedUre for using the nonorthogonal 
basis vectors, a number of alternatives will still re
main. We can expand PI" in terms of Bloch functions or 
Wannier functions. The Bloch representation is most 
convenient in the weak scattering strength limit and the 
Wannier representation is convenient for the small 
bandwidth limit. We will derive the general formulas 
for the Bloch representation in Sec. VIII. 

V. SMALL BANDWIDTH LIMIT 

The Feenberg formulas can be explicitly evaluated in 
the limiting cases of small bandwidth or small scatter
ing strength. This evaluation is convenient and useful 
for two reasons: (1) The operator expectation values 
can be evaluated approximately in these limits. This is 
done in Appendix B. (2) Exact results are known for 
both of these limiting cases (see Ref. 5). 

Since the two-particle self- energy in the small band
width limit has only a trivial imaginary part (propor
tional to Imw), it is satisfactory to use the Gram-
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Schmidt orthogonalization procedure on the vectors of 
our abstract Hilbert space. 

Recalling expression (4. 13) for the conductivity it is 
clear that the first vector of the sequence must be p. 
Using the full Hamiltonian, we can generate a second 
vector according to 

LP",=iJ",. (5.1) 

It is a trivial consequence of the scalar product (4. 2) 
that P and J are orthogonal. Normalizing these vectors 
according to 

_ P", . _ J", 
P", = TIPJr and J", = IIJILII (5.2) 

we can rewrite (5. 1) as 

(5.3) 

Then by using the Hermitian character of L, we can 
write 

LJ .IIJ1L1I2 P 
,,=-zIlP,,1I 2 ",+Q", (5.4) 

which defines Q ". (5.4) guarantees that Q is orthogonal 
to P by Gram-Schmidt construction and to J because 

«JIL , LJIL » = «J '" Q IL» = O. 

Continuing the sequence one more step we have 

LQ" = (L2 -IIJ"lf/IIP,,1I 2)Jo 

(5.5) 

(5.6) 

In the small bandwidth limit it is essential to use the 
full Hamiltonian (2.1) in evaluating (5.1). However, we 
can use the truncated Hamiltonian 

(5.7) 

for calculating (5.4) and (5.6)0 This simplifies the 
analysis greatly. Using the notation from Sec. II and 
defining 0 =EB - EA, we find 

«P IL' P IL» = - 2e
2
flt ZN (X2!'(EA) + y2!'(EB) 

+ 2xy !(EA) ~ f(€B») , (5.8) 

and 

4e2fla 2ZN 
«J""JIL »=- 3 XYO[j(EA)-!(EB)], 

«J '" L 2nJ ,,» = 02n«J '" J .,.», 
«J IL' LQ "'» = ct0

2 
«J "" J ,,», 

«LQ"" LQ,J) = ct204«J"" J,,»o 

y and ct are defined by 

2y02 = II J" II 2/11 P ,,11 2 

(5.9) 

(5. 10) 

(5.11) 

(5. 12) 

(5.13) 

and ct = 1 - 2y. Combining (5.11) and (5.12) clearly 
implies 

LQ"/IILQ,,II =j" (5014) 

so the series truncates at this order. 

Given these results we can calculate the Feenberg 
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formulas straightforwardly. They give 

~p(W)=2y02/[W- ~P,J(w)] 

and 

~p, J(w) = ctci/w. 

Finally, we find that 

~p(w) = 2ylN (w 2 - ct02) 

(5.15) 

(5.16) 

(5.17) 

which is identical with the exact result obtained from a 
straightforward perturbation calculation correct to 
O(fl). 

Notice that ~p(O) = 0, ~p(o) = 0, and ~p(- 0) = - 0, so 
(5. 17) correctly determines the poles of the conduc
tivity. These poles correspond to transitions from A to 
A or B to B-type neighbors (w = 0), from A to B-type 
neighbors (w = 0), and from B to A-type neighbors 
(w = - 0). The residues of the poles correctly account 
for the fact that in order to have a transition from site 
l to site m, site l must be occupied with probability 
!(E,) and site m unoccupied with probability [1 - !(Em)]. 

The probability that both sites are either A type or 
B type is x 2 or y2, respectively and the probability that 
one is A type with the other B type is xy. These con
figuration effects are properly accounted for by the 
residues of the poles. See Ref. 5 for more details. 

Thus the AHGF reproduces the exact result for the 
small bandwidth limit. We could improve this result by 
retaining the next higher order contributions in W to 
~p, This will not be done here. 

VI. SMALL SCATTERING STRENGTH LIMIT 

We develop the AHGF formulas for a(w) in the small 
scattering strength limit in this sectiono We find an 
expression for a(w) correct to 0(62). 

The conductivity is given by (4.14), where 

ILp ,B • 12 
~ (w)=6 '" k,k'9.q + ... 

P" w t (w)' 
k.Q - r,PIJ.,Bk,k+q;q 

(6.2) 

and B is B' divided by the norm of B'. 

Since P IL is an Hermitian operator, we may ignore the 
nonorthogonality of P", and the B's according to the 
argument giving Eq. (4.19). This procedure is valid in 
the small scattering strength limit because we need 
only keep the term in (6.1) which is explicitly shown in 
this limit. 

The matrix elements are given by 

L - «Bt.,k+g;g,LP,J) 
P",.Bk,k+q;q-IIPILIIIIBtk+g;qll • (6.3) 

We can evaluate these vector norms and scalar products 
using the results of Appendix B. We find 

(6.4) 

and 

«B~.k+.;.' LP,..» =iexy 02lV! (v: - vZ+q)[j(Ek+q) - !(Ek)] + 0«(,3). 

(6.5) 
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Furthermore, we can write 

~ (W)=E -E +0(62
) PI-L,Bk,k~Q;q k+Q k 0 

(6.6) 

Substituting all these expressions into (6.1), 
expression for the self-energy is 

our final 

~p(w) = - 2xy62m* A(w), (6.7) 

where 

(m*rl = 6 (v;)2[ - !'(Ek)] (6.8) 
k 

and 

A(w) = wWl 6 M)2(f(Ek+q) - !(Ek) ]/(Ek+. - Ek) 
k, q w 2 

- (Ek+q - Ek)2 
(6.9) 

We have used the time reversal symmetry 

in simplifying (607). The conductivity may be obtained 
by substituting (607) into (4.14). 

Checking (607) in the w - 0 limit we find 

Im~p~ (0) = - 21TXy62p (E F) 

when T = O. Thus the standard Boltzmann result is 
recovered. (Here F stands for Fermi surface. ) 

(6.11) 

Equation (6.7) should also be valid for high frequen
cies. Previous work on the high frequency conductivity 
has been discussed in the Introduction. Yamada's work6 

corresponds closely with our ow no It is not difficult to 
show that when Yamada's Eqo (30) is specialized to the 
binary alloy and then configuration averaged, the re
sult is in complete agreement with (6.7) at high frequen
cies. See Ref. 5 for more detailso 

VII. NONORTHOGONAL BASIS VECTORS 

Similar problems of expressing formulas in terms of 
nonorthogonal basis vectors have been studied in other 
contexts by Roth20 and by Halpern and Bergmann. 21,22 

Let {AJ be any complete normalized but not neces
sarily orthogonal set of vectors in the Hilbert space 
defined by either (401) or (4.2lo If A is an eigenfunction 
of L with eigenvalue z, then 

A=6 aiAi (7.1) 

is a representation (not necessarily unique) of A in 
terms of {AJo The coefficients ai satisfy the system of 
linear homogeneous equations 

(z - Rij)ai = 6 Rija j , 
j-ti 

where 

Rij(z) = Lij - z5ij(1- 6;j) 

and the overlap integral is defined by 

5 _ {(A;, Aj) 
Ii - «Ai> Aj) 

(7.2) 

(7.4) 

for scalar products (4.1) and (402), respectively. When 
the A;'s are orthogonal, (7.2) reduces to 

(z - Lii)a; = 6 Lija j • 
in 

(7.5) 

If we specify an arbitrary coefficient n as an = 1 (thus 
normalizing aU other QI/s with respect to a,), then 
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the system (7.5) is equivalent to the one solved in gen
eral by Feenberg. The only difference between (705) 
and (7.2) is that the off-diagonal elements with 5 ij *" 0 
depend linearly on z. Feshbach's derivation of the 
Feenberg formulas is still valid for (7.2)0 Hence, the 
only alteration required in the formulas (407) and (4. 9) 
is to replace LiJ everywhere by R iJo This result fol
lows immediately by applying the matrix analogy argu
ment discussed following (4. 9L 

We conclude that any Green's function can be ex
pressed as a Feenberg series by expanding the Feen
berg formulas in terms of a complete set of nonorthog
onal vectors. This fact is important for practical ap
plications of the method. 

VIII. THE BLOCH REPRESENTATION 

If we wish to obtain a systematic approximation for 
the conductivity correct to higher than second order in 
the scattering strength, we must apply the full AHGF 
method using nonorthogonal vectors. Such a calculation 
is necessarily tedious but can be carried through in a 
reasonable amount of time. For reasons of space, we 
will not work such an example here. Instead we will ex
hibit the general AHGF formulas in the Bloch represen
tationo These formulas will then be the starting point 
for a better calculation of the conductivity in the future. 

We define 

(8.1) 

The prime on A indicates the vector is unnormalized. 
Then using the Hamiltonian in the form (2. 6) we find 

LA~.k·= (Ek'- Ek)A~.k·+ 2{ (B~.k·+q·;q - Bf. ... ·.k·;q·)' (8.2) 
q 

where we define 

B k1•k2 ;q = U(q)Ck{k2' 

Similarly, 

where 

D;I,k2;ql' q2 = U(Ql)U(q2)Ck{kz o 

The pattern should be apparent 

(8.3) 

(8.5) 

The next step in the Feenberg procedure is to nor
malize the vectors and determine their orthogonality 
properties. To save writing throughout the remainder 
of this section we understand (0) = (TrpO)c' Then 

«A;I.k2' A~3'''4» = (Ek3 - Ek4)(nk4) - (nka» 6k2• k4 6k1• k3 

+ 6"2-k4.kl-k3[(U(kl - k3)Ck3Ckl) 

+ (U(k 4 - k2)c!2Ck4)]- °k3. kI 6"4. k2 

x 6 [(U(Q)ck/ k4+.> + (U(Q)C!3-h 3> 1, (8.6) 
q 

where (8.6) has been Simplified using the expectation 
values (B7)- (B9). Similarly, 

«B;I. k2;ql' B~3.k4;q2» 

= (Ek3 - E"4)[(U(- QtlU(Q2)c!2ck4)6kl.k3 
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and 

- (U(- ql)U(q2)cklkl) Ok2. k4J 
+ 6 [(U(- Ql)U(q2)U(q) Ck Ck )0. k ~ 

q 3 1 2' 4 ' ... 

+ (U(- ql)U(q2)U(q)c12c k4 ) 0kl. k3-<1 

- (U(- qt)U(q2)U(q)cl{k4+q)llkl.ka 

- (U(- qj)U(q2)U(Q)c1
3

- qckj ) Ok2. k4J 

((B;j.k2;Qj' A;a.k4)) 

= (Eka - Ek4)[(U(- qt)c12c k4 )okj.ka 

- (U(- Ql)Ck3ckl)llk2.k4J + ~ [(U(- Qj)U(Q)c13ckj ) 

X 0k2. k4+Q + (U(- Qj)U(Q)cl2ck4) llkl.k3-Q 

- (U(- Qj)U(Q)c12c k4 +Q ) 0kj.k3 

-(U(- Ql)U(Q)Ck3-qCk1 ) llk2• k4J, 

(8.7) 

(8.8) 

Although these general expreSSions are quite com
plicated, the algorithm for calculating them is very 
simple, For particular values of the subscripts, the ex
preSSions may be greatly simplified using (B7)- (B9). 

If we define the norm of a vector A as 

(8.9) 

we can define the normalized vectors 

(8.10) 

and similarly for the B's, D's, etc. Then we can re
write (8. 2) as 

LAk k' = (Ek' - Ek)Ak k' + 6 [LA B Bk k' . 
t 'q k,k" k,k'+q;q ., +Q,q 

+ LAk,k" Bk-<l,k';QBk-Q,k';q], 

where 

LAk,k,.Bk,k'+Q;q = IIBtk'+q;Q II/IIAtk,ll, 

L Ak• k' ,Bk_o• k'; q = II B ~-o. k'; q II I II A~. k' II. 

(8.11) 

(8. 12) 

(8.13) 

The corresponding expression for LBk.k';q may be ob
tained by analogy. 

IX. SUMMARY AND CONCLUSIONS 

We introduce scalar products with associated Hilbert 
spaces for single- and two-particle operators and show 
how these may be used to generalize Feenberg pertur
bation theory in thermal Green's function applications. 
Three methods of using the AHGF are demonstrated in 
calculations of the disordered alloy conductivity. 

First, the Gram-Schmidt orthogonalization proce
dure is used in the small bandwidth (strong scattering) 
limit. The Gram-Schmidt procedure results in a con
tinued fraction which truncates in this example but may 
not truncate in general. The real part of the conductivi
ty is a finite sum of delta functions when the continued 
fraction does truncate. In a typical phySical application, 
one is interested in finding a conductivity whose real 
part is a continuous function of the frequency (not a sum 
of delta functions). Therefore, general application of 
the Gram-Schmidt procedure requires some physical
ly motivated truncation of the continued fraction. In 
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some cases, clever truncations (such as that of Onodera 
and Toyozawa23 ) no doubt exist. 

Second, under special circumstances one may obtain 
a valid approximation for the conductivity without treat
ing the nonorthogonality of the vectors in the Feenberg 
series. The requirements are that (1) the starting vec
tor (e. g., P IJ. for the conductivity) must be Hermitian 
and (2) only the first nontrivial term of the Feenberg 
series for the self- energy is needed. This technique is 
exploited to calculate a closed expression (6.7) for a(w) 
correct to 0(112) for all values of w. The authors be
lieve this to be a new result, 

Third, under more general conditions it IS shown 
that nonorthogonal basis vectors may be used to expand 
the Feenberg formulas. To demonstrate the type of 
calculations required, the first few AHGF formulas are 
written down in the Bloch representation, This tech
nique can be used systematically to obtain expressions 
for the conductivity valid to any order desired although 
considerable effort may be required to do so. 

In conclusion, we wish to point out that the AHGF 
method is not the same as the usual Feenberg method in 
the case of the one electron Green's function with dis
order. 24.25 The usual Feenberg-Watson approach26 is 
used strictly in the site representation and the argu
ments suggesting the behavior of the most probable 
Green's function form the final step of the calculation. 
The AHGF method treats the configuration averaged 
Green's function rigorously from the start and is not 
restricted to any particular representation. In fact, one 
important reason for studying the AHGF approach is 
that it permits the configUration average and the ther
mal average to be treated equally. 

It has been shown elsewhere5 that the AHGF method 
can be used to derive the CPA for Single-particle 
Green's functions. An outstanding problem at present is 
to show that the method can also be used to derive the 
CP A for the transport coefficients. 12 This demonstration 
must await further developments in the theory. 

APPENDIX A 

A quantity proportional to the inverse of the optical 
effective mass of the conducting electrons is 

([[p '" H], P J) = - e26 tlJ(R i - RJ)~<clc J) 
iJ 

a2e2 

= - -3- 6 tji(cIc J > 
jJ 

2 2 
= _ a e (H) 

3 o· (A1) 

The last two equalities come from averaging over the 
three equivalent directions in the s. c. crystal. Ho is 
defined in (2.2). The formula so far assumes nothing 
concerning the disorder. If we assume only diagonal 
disorder, we find 

([[PIJ.,H],p,,])=e2~ ~:Ef (nk ) 

=e26 (v::i(- ~(nk» 
k OEk 
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(A2) 

APPENDIX B 

In this appendix we collect various results of ex
pectation value calculations o To save space we make 
the convention throughout this appendix that < 0) = (TrpO) c' 

1. Expectation values of U(q) 

We assume the origin of the energy is chosen so that 
the average alloy potential energy vanishes. In other 
words, for 

U(q) =lVj 0 Ei exp(iq. R i ), 
i 

we have 

U(O) = ~ 0 Ei =E = o. , 
Hence, we find immediately that 

(U(q) =EO., 0 = o. 

(B1) 

(B2) 

(00) 

Thus if any of the q arguments vanish in the expressions 
(B4)- (B6) which follow, then the expression vanishes 
identically. For example, (U(O)U(O) = O. In all other 
cases we find 

and 

(U(q)U(q')= (x~.Q}'l.+."O' 

(U(q)U(q')U(qlf) = (xy(x ~v)03) 0.'0''0'',0' 

(U(q)U(q')U(q If)U(q ",) 

_ xy(l- 6xy)<'i4 x2~~ 
- N3 i5 q +Q'+a"+q"',O + 

where q <i)", O. 

2. Expectation values in Bloch representation 

(B4) 

(B5) 

Because of the translational invariance of the con
figuration average crystal, we can also simplify cer
tain expectation values involving electron annihilation 
and creation operators: 

(CkCk,) =(nk) °k,k" 

(U(q)CkCk,) = (U(q)clc k+.) <'ik',k+. for q '" 0, 

(U(qj) 00, U(qn)CkCk,> =(U(qj)" 0 U(qn)clck'Oj+"'+.) 

(B7) 

(B8) 

(B9) 

These results are proven very simply by expanding in 
a Wannier basis and noting that the resulting expectation 
values can only depend on the difference between the site 
indices. This fact always causes one index to be free 
to sum over. This gives rise to the Kronecker deltas in 
(B7)-(B9). 
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3. Expectation values in Wannier representation 

In the Wannier basis we find 

and 

(Encic",) = (Ennn) o/,mol,n +(E/cicm)0n,/(1- <'i/,,,,) 

+(Emcic",)<'in,,,,(l- <'iI,,,,) 

(EnE/>ckm) =(E~nn) 0n,p0n,/<'in,m 

(B10) 

+ (E/Emcicm) (<'ip,/<'in,m + <'in,/op,m)(1- <'in,p) 

+ (E~)(cicm)0n,p(1- <'i/,n)(l- <'im,n)' (Bll) 

4. Expectation values for small bandwidth 

When the transfer matrix element tii is very small 
compared to the scattering strength in Hamiltonian 
(2.3), we can evaluate various operator expectation 
values approximately to lowest order in t jj • If the ex
pectation value has a zero order contribution indepen
dent of t, we will generally neglect O(t) in the formulas. 
Note that f(E) = [1 + exp{3(E - Il) ]-j is the Fermi distribu
tion function and f' = df / dE, 

(cic m> ::::[Xf(EA) + yf(EB)]<'i/ m + tim ~2f'(EA) + if'(EB) 

+ 2xy f(EB) - f(EA)] , (B12) 
EB - EA 

(Encic m) :::: [XEAf(EA) + YEBf(EB) ]O/mlS/n 

+ i,m(X2EAf'(EA) + y2EB f'(EB) + XY(EA + EB) 

Xf(EB) - f(EA)) (IS + IS ) (B13) 
EB-EA nm n/, 

(B14) 

and 

All other expectation values required in our work can 
be obtained straightforwardly from those given in (B12)
(B15). 

5. Expectation values for small scattering strength 

When the scattering strength <'i is much smaller than 
the bandwidth, we can obtain all the operator expecta
tion values we need from the formula 

(U(qj)U(q2)' o. U(qn)ckjCk2) 

=(U(qj)U(q2)'o, U(qn)f(Ekj)<'ikj ,k2 

+ (U(qj)U(q2) • 0 • U(qn)U(k j - k 2) 

X f(EJ!.J.l- f(Ek2) (1 - <'i ) 
Ekj - Ek2 kj' k2 • 

(B16) 

We must use the results of (B3)-(B6) in evaluating the 
expectation values of the scattering factors. Note that 
when Ekj =Ek2 for k j "'k2 we use the convention that 

f(Ekj) - f(Ek2) =f'{ ) 
\Ekj • 

Ehj - Ek2 
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On a solution of the Einstein-Maxwell equations 
admitting a nonsingular electromagnetic field * 

Raymond G. McLenaghan and Nessim Tariq 
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Solutions of the Einstein-Maxwell equations are investigated for which the electromagnetic field is 
nonsingular and weakly parallelly propagated along its principal null congruences. It is shown that a 
subclass of these solutions admits an invertible two-dimensional Abelian group of motions. A weaker 
characterization of a recently found solution is thereby obtained. 

1. INTRODUCTION 

Recently investigations l
-4 of a special class of solu

tions of the Einstein-Maxwell field equations admitting 
a nonsingular electromagnetic field have been made. In 
the present paper we consider space-times5 V4 satisfy
ing the following conditions which are weaker than those 
considered in the paper of McLenaghan and Tariq6 (this 
reference will be denoted by MT): 

I. The Einstein-Maxwell equations are satisfied; that 
is, 

Rab=FacFbC - ±gabFcdyd , 

Fab;b=O, Frab;cl=O. 

(1. 1) 

(1. 2) 

II. The electromagnetic field tensor is nonsingular 
which is equivalent to the existence of a null tetrad 
(la, m a, ilia, na) such that 

(1. 3) 

III. The field tensor Fab is "weakly" parallelly propa
gated along its principal null congruences. By this we 
mean that 

(1. 4) 

(1. 5) 

IV. The Weyl and Ricci tensors satisfy 

2Cabcdzanb(Zcnd - mCmd) + Rab(zanb + mam b) = O. (1. 6) 

The following remarks may be made concerning the 
above conditions: 

(a) The null tetrad is defined by F ab up to the 
transformation 

(1. 7) 

where a and b are arbitrary scalar functions of the co
ordinates. The conditions I-IV are invariant under 
these transformations. 

(b) It is shown in MT that conditions III and IV are 
equivalent to the existence of a null tetrad, in the family 
of tetrads defined by F ab , which is parallelly propagated 
along the congruences defined by Za and nbo In fact, con
dition IV is the integrability condition for the existence 
of such a tetrad. 

(c) The condition III is satisfied, for example, by the 
Coulomb field in Minkowski space. 
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(d) Condition III but not condition IV is satisfied by 
the Reisner-Nordstrom solution. 

In MT it is shown that the conditions I-IV together 
with the condition 

la;a = 0 (1. 8) 

imply the existence of a global system of coordinates 
(t, x,.1', v) for which the metric and electromagnetic field 
have the following form: 

ds 2 = dt2 _ dv 2 _ 2kx dt dy + (k2x2 _ ekv) d.1' 2 _ e-kv dx2 , 

(1. 9) 
+ 

F = (l/v'Z)k exp(ikv)(dv A dt + kx dy A dv 

+i dXA dy), (1. 10) 

where k is any positive real number. 

Some of the properties of the above solution are the 
following: 

(a) The space-time is locally homogeneous possessing 
a simply transitive group of motions G4 • The Killing 
vectors are 

a a a a 
Xl = at' X2 = a.1" X3 = ky at + ax' 

(1. 11) 

a 1 a 1 a 
X 4 = ilv + 2kx ax - 2k.1' il.1' • 

We note that Xl is timelike and not hypersurface ortho
gonal which implies that the space-time is stationary 
and not static. The Killing vectors Xl and X 2 define an 
Abelian subgroup of G4 and furthermore the transforma
tion t' = - t and y' = - Y is an isometry. Thus the solution 
admits an invertible two-parameter Abelian group of 
motions and is an example of a space-time of Petrov 
type I possessing a Riemannian-Maxwellian invertible 
structure. 7 

(b) The electric and magnetic fields for an observer 
with 4-velocity ua are defined respectively by 

E a = F abub , H a = - * F abub . 

For the solution under consideration these fields are 
collinear for the stationary observer since 

(1. 12) 

In this paper we study the conditions I-IV without the 
condition (1.8). The main results are given in the fol-
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lowing theorems: 

Theorem 1: The conditions I-IV imply that there ex
ists in the family of null tetrads defined by F ab a null 
tetrad (la, rna, ma, na) such that optical scalars of the 
principal null congruences defined by the vectors za and 
na satisfy either 

P=/l, a=A (1. 13) 

or 

P=-/l, a=-A. (1. 14) 

Theorem 2: In the case P=/l, a=A of Theorem 1 there 
exists a system of coordinates (t, x, y, v) for which the 
metric of space-time and the electromagnetic field are 
given by the expressions (1. 9) and (1. 10) respectively. 

These results are proved using the Newman
Penrose8 (NP) spin coefficient formalism together with 
the equivalent vectorial formalism of Debever9

,l 0 de
scribed in MT. 

2. PROOF OF THEOREM 1 

If we insert the canonical form for F ab into (1.4) and 
contract successively with l"m b and manb

, we obtain the 
conditions 

K=1T=O. 

By a similar procedure we obtain from (1. 5) the 
conditions 

V=T=O. 

(2.1) 

(2.2) 

The only further consequences of contractions on (1.4) 
and (1. 5) are 

/=D In</J, 

g= ~ln¢. 

(2.3) 

(2.4) 

It is easy to verify that the conditions (2.1) and (2.2) 
are invariant under the tetrad transformations (1. 7). 
These transformati0ns induce the following transforma
tions on the nonzero tetrad components of the Weyl 
tensor: 

>Ji~=e2WlJrO' lJr~=>Ji2' lJr~=e-2Wz/!4' 

where 

w=a+ ib 

(2.5) 

(2.6) 

is an arbitrary complex function of four real variables. 
Thus we are able to set 

(2.7) 

In order to preserve (2.7) the remaining tetrad freedom 
(1.7) is restricted as follows: 

(2.8) 

As a consequence of Eqs. (2.1), (2.2), and (2.7) to
gether with the hypotheses I-IV the commutation re
lationsll are 

[~, D]= (y+ y)D + (E + "E)~, 

[0, D] = {a + (3)D - aB- (jj + E - E:")o, 

[0, ~]=- (a+{3)~+ ~6+ (/l - y+ y)(i, 
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(2.9) 

(2.10) 

(2.11) 

the Ricci identities are 

Dp=pz +aa+ (E + "E)p, 

Da= (p + p)a+ (3E - "E)a+ lJr o, 

Da- BE = (p + E - 2E)a+ {3a- {3E, 

D{3 - OE = aa+ {p - E){3 - aE, 

Dy- ~E = - (E + E)y- (y + Y)E, 

DA=PA+ all - (3E - E) A, 

D /l = P 11 + aA - (E + E) /l + lJr 2' 

~A= - {/l + il)A- (3y- Y)A -lJro, 

op - Ba=p(a + (3) - a(3a - (3), 

oa- Bf3 =P/l - aA+ aa + (3{3 - 2a{3 

+ y(p - p) + E(Il - jI) - 2lJr2 , 

OA - B/l = /l{a + (3)+ A(a - 3(3), 

A/l=- /l2_ A~- (Y+Y)/l, 

oy- ~{3 = - (a + (3)y- (3(y - Y - /l)+ a~, 

~a=- /la- ~+ {3y- y)a, 

~p = - Pll- aA + (y + y)p - lJrz, 

~a- By= - {3A+ {Y- il)a + (3y, 

the Bianchi identities are 

olJr 0= 4{3lJr 0, BlJr 0= 4 alJr 0, 

DlJr2 = 2(p + p)lJr2, ~lJr2 = - 2(/l + ll)lJr2, 

olJr Z=BlJr2=0, 

(p+2p)a={/l+2il)A, AlJro=-(p+2p)lJr2, 

and the Maxwell's equations are 

(2.12) 

(2.13) 

(2.14) 

(2.15) 

(2.16) 

(2.17) 

(2.18) 

(2.19) 

(2.20) 

(2.21) 

(2.22) 

(2.23) 

(2.24) 

(2.25) 

(2.26) 

(2.27) 

(2.28) 

(2. 29a) 

(2. 29b) 

(2.30) 

(2.31) 

(2.32) 

By applying the commutation relations (2. 9)-(2. 12) 
to Maxwell's equations (2.32) we obtain 

op =p(a + (3), Bp = p(a + (3), 

O/l=- /l(a+{3), B/l=- /l(a+{3), 

P/l = Pil. 

(2.33) 

(2.34) 

(2.35) 

Then with the help of equations (2.33)-(2.34) and the 
Ricci identities (2.21) and (2.23) we obtain 

Ba=a(3a-{3), oA=A(a-3f3). (2.36) 

To proceed further, we need expressions for oa and BA. 
These are obtained by applying the commutator [0, D] 
to p and the commutator [0, ~] to /l: 

(2.37) 

If we now operate with ° and B on the relationship given 
by Eq. (2.31) and use Eqs. (2.33), (2.34), (2.36), and 
(2.37), we find that 

a={3=O. (2.38) 

R.G. McLenaghan and N. Tariq 2193 



                                                                                                                                    

By operating on (2.35) with D and .l and using (2. 13), 
(2.19), (2.24), (2.27) and (2.31), we obtain respectively 
the expressions 

(p - p) ('li2 + 2PM) + (M- J.lkc;. + p6'i: - paA = 0, 

(J.l - ;:L)('li2 + 2pJ.l) + (p - p) A>;: + J.lCJ):: - ;:LaA = O. 

(2.39) 

(2.40) 

When p is not real the equations (2.39) and (2.40) im
mediately yield the following tetrad invariant 
expression: 

If p is real (2.22) and (2.31) yield 

2'li2=pJ.l-aA, 

A'liO + 3p'liz=0, 

(2.41) 

(2. 42a) 

(2. 42b) 

pa-J.lA=O. (2.42c) 

By operating on (2. 42b) with .l and using (2.20), (2.27), 
(2. 29a), (2.30), (2.42a), and (2.42c) we obtain 

aA + 3pJ.l = O. (2.43) 

By operating on (2.43) with D and using (2.13), (2.14), 
(2. 18), and (2. 19) we obtain the expression 

Z -3p = aa. (2.44) 

Similarly, operating on (2.43) with .l and using the 
pertinent Ricci identities we obtain 

(2.45) 

From (2.44) and (2.45) it follows that the relationship 
(2.41) is also true when p is real. 

Next we observe that the three expressions (2.31), 
(2.35), and (2.41) relating the spin coefficients p, J.l, a, 
and A imply that if p is either complex or imaginary, 
we obtain 

or 

p = - J.l, a= - A. 

For the case p real (2. 42c) implies 

pZaa= J.l2 A>;: 

(2.46) 

(2.47) 

(2.48) 

on comparing (2.48) with (2.41) we find (2.46) or (2.47). 

This completes the proof of Theorem 1. 

3. PROOF OF THEOREM 2 

From Eq. (2.38) we have O! =!3 = O. Thus it follows 
that the result of .:perating on the quantities p, a, t:, rp, 
'lio, 'li 2, with Ij or Ij is always zero. A further conse
quence of this is that for p not real the commutator 
(2.12) becomes 

D+.l=O. (3.1) 

Applying (3.1) to 'lio and using (2. 29a), we obtain 

1'= e:; (3.2) 

similarly applying (3.1) to t:, we have 

Dt: + .It:=O. (3.3) 

Comparing (3.3) with the Ricci identity (2.17) and using 
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(3.2), we obtain the following equation: 

Dt:=- (t:+E)e:. (3.4) 

We next show that (3.2) also holds in the case p real. 
To see this, we first note from Eq. (2.22) that 

(3.5) 

By operating on (3.5) with D and using (2.18) we obtain 

t:=e:. (3.6) 

Similarly operating on (3.5) with .l and using (2.26), we 
have 

-
1'=1'. (3.7) 

Finally we recall Eq. (2.44) and operate on it with D 
and .l to obtain the following expressions: 

a2=9p2+12pE, a2=9pz+12py. (3.8) 

Hence (3,8) immediately implies 

Y=E. (3.9) 

Consequently, for p real (3.1) and (3.4) also hold. 

Before proceeding further with the proof of Theorem 
2 we summarize the problem. The hypotheses of Theo
rem 2 are equivalent to the following set of equations: 

J.l =p, A= a, 1'= E, 

K = lJ = 'IT = T = O! =!3 = 0, 

'li4='liO' 'li2 + <Pll =0, 

'lil='li3=<Pab=0 unless a=b=l, 

D + .l = 0, Ij = 15 = 0, 

De: = - (E + E}E:, 

Dp= p2 + aa+ P(E + E), 

Da= p(a + a) - 3Ea + Ea, 

D¢ =prp, 

D'lio = (p - 4e:)'lio - a'li2' D'li2 = 2(p + p)'li2, 

a'li o = - (p + 2p)'li2, 2'li2 =p2 _ a2 + 2t:(p - p), 

p2 _ a2 + 2aCJ- 2pp + 2pE + 2PE + 4PE = 0, 

a2(12e: + 4p - 4E + p) + 4e:p2 _ p3 - 2paa 

- 2p2e: - 2pp(e: + p) = O. 

(3.10) 

(3.11) 

(3.12) 

(3.13) 

(3.14) 

(3.15) 

(3.16) 

(3.17) 

(3.18) 

(3.19) 

(3.20) 

The proof of Theorem 2 splits into three cases: (i) p 
real, (ii) p complex, (iii) p imaginary. In Secs. 4, 5, 
and 6 we consider separately these three cases. 

4. THE CASE p REAL 

From Eqs. (2.44), (3.8), and (3.19) we deduce 

p+e:=O. (4.1) 

Since a2 = az from (3.5) we must consider two possi
bilities: (i) a= a and (ii) a= - a. In the first case we find 
from (2.44) and (3.8) that 

p + 2E = O. 

However, (4.1) and (4.2) imply p = E = 0, which is 
impossible. 

R.G. McLenaghan and N. Tariq 
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In the second case (3.19) yields 

302 =8EP _ p2. (4.3) 

By eliminating 02 between (4.3) and (3.20) we obtain 

4E2+3Ep_ p2=0. (4.4) 

Operating with D on (4.4) and using (3.13), (3.14), and 
(4.3) yields 

p3 _ 2Ep2 + 3E2p + 2E3 = O. 

It follows from (4.4) and (4.5) that 

E(p2 + 7PE + 2(2) = O. 

Thus either E = 0, which is impossible, or 

p2 + 7pE + 2E2 = 0 

However, Eqs. (4.4) and (4.7) also lead to an 
impossibility . 

5. THE CASE p COMPLEX 

(4.5) 

(4.6) 

(4.7) 

Recently Debever12 has proved the following theorem: 

Theorem 3: Suppose there exists a null frame such 
that 

and 

F=<p(eDA e3 _ e1 A e2). 

If the vacuum Maxwell's equations 
+ 

dF=O, 

are satisfied and if the spin coefficients satisfy the 
following conditions, 13 

K=lI, 71=7, P=/J., E=Y, 0!=i3, 

(5.1) 

(5.2) 

(5.3) 

then the space-time admits a two-dimensional Abelian 
invertible isometry group with timelike two-dimensional 
orbits. In other words, there exists a system of coordi
nates (t, z, x, y) in which the Killing vectors and the 
metric have the form respectively 

where L, M, P, N, S are functions only of x and y. The 
functions X =X(x) and Y = Y(Y) are introduced here pure
ly for mathematical convenience. The appropriate null 
frame iS14 

o a 1 [ dY ] e=ladx=T2 Ldt+Mdz+S y ' 

1 1 [ . dX] e =madxa=12 Ndl+Pdz-zSx ' 
e2 = rna dxa = 81 

, 

3 a 1 [ dY] e =na dx =72 Ldl+Mdz-Sy , 

(5.6) 

(5.7) 

(5.8) 

(5.9) 

In view of (1. 2), (1. 3), (3.10), and (3.11) it is clear 
that the hypotheSis of Debever's theorem is satisfied 
in the situation under consideration. Thus it remains 
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only to solve the Einstein-Maxwell equations (1. 1) with 
the metric (5.5) for the condition N. 

The spin coefficients are 

K=1I=2~ [~ (mLy-IM.l+i~ (PLx-nMx - i)], 
(5.10) 

1 [Y ( S) iX )] P -II-~ - IP -mN +.:2 +-(IMx-mLx , 
- t" - 2" 2 S y y S S 

(5.13) 

1 [Y E-Y-- -(nM -pL) - -2{2 S y y 

x ] + ~ (nP x - pN x + 1M x - mLx) , (5.14) 

0!=i3= 2h [:s (mLy -lmy+ pNy - nPy ) 

'X ] +T (mNx-IPx) , (5.15) 

where m =M/(LP - MN) etc. 

The vanishing of the spin coefficients K, 71, and O! 

produces the following simplification: 

L=L(x,Y), M=AL, N=C(B-A)-1L-I, (5.16) 

P=BN, S=S(y), (5.17) 

where A and B are functions of x and C is a function of 
y. 

The differential operators are given by 

D = (l/V2 )(pa t - na. - YS-1ay ), 

6 = - (l/V2)(m at - la z + iXS-1 ax)' 

.:l = (l/V2) (pat - naz + ys-1a). 

(5. 18) 

(5.19) 

(5.20) 

However, since all the functions occuring in (5. 5) in
volve atmost only the variables x and y, they simplify to 

D = -.:l = - (1/V2)YS-1ay, 6 = - i(1/v'2)XS-1ax ' (5.21) 

Furthermore, since S is only a function of y, we there
fore choose the free function Y such that 

y=s. 

In view of (5.22), (5.21) becomes 

D=- .:l=- (l/v2)a y , 6=-i(1/V2)XS-1ax' 

Using (3.12) and integrating (3.13), we obtain 

E = k(l + ie)(y + d)-I, 

(5.22) 

(5.23) 

(5.24) 

where k = - 1/2/2 and e and d are arbitrary constants. 
Comparing (5.14) and (5.24), we find that the metric 
function L must be of the form 

L =F(y +d), (5.25) 

where F is a function of x only. 

R.G. McLenaghan and N. Tariq 2195 



                                                                                                                                    

Next it is found expedient to choose the free function 
X such that 

X=B-A. 

Using (5.26) and the fact that by (3.12) 

(Imp)x=O, 

we have 

(F2).x= 0. 

Integration yields 

F2= ax + b, 

(5.26) 

(5.27) 

(5.28) 

(5.29) 

where a, b are arbitrary constants. Similarly we have 
the condition 

(Ima)x= 0, 

and consequently after integration we find that 

B - A = (ax + b)(cx + !J-l /2, 

(5.30) 

(5.31) 

where c, f are arbitrary constants. Finally the integra
tion of the differential equation in (5.17) yields the fol
lowing expression for A 15: 

A = a(bc _ a!J-l (ax + b)-l /2(CX +!Jl /2 +~, 

where ~ is an arbitrary constant. 

(5.32) 

If we denote the y-dependent part of N by No, we find 
from (5.12), (5.13), (5.14) the equation 

cN~ - 4eNoS - a(y + d)2 = 0. (5.33) 

The expressions for the spin coefficients p and a 
read respectively 

p= -k[(lnNoS)y + i(~)a(y +d)N(jlS -l], 

a = - k[ (In(N OS·l» y - i(~ )cN OS-l(y + d)-l]. 

(5.34) 

(5.35) 

From Eqs. (3.11), (3.12), it is found that No satisfies 
the following three ordinary differential equations: 

aN~2y4 _ 2aN ()1,,~y3 + (CN~~2 _ 4aN~ _ ae2N~)y2 

+ 4cNtN~Y - 3ce2N6 = 0, 

(cN~N~' + ae2N~)y2 - aN~2y4 + 2aN oN~y3 

- cNVV~Y + ce2N6 = 0, 

(5.36) 

(5.37) 

(5.38) 

where Y denotes y + d and prime indicates differentiation 
with respect to V. 

Addition of (5.36) and (5.37) yields an Euler differen
tial equation 

y2(N~)" + 3Y(N~)' _ 4e2(N~) = (8a/c)y2. 

If e2 
- 2"* 0, the general solution of (5. 39) is 

N~ = C1 yml + c2ym2 + 2a(2 _ e2)-lc-l y2, 

(5.39) 

(5.40) 

where Cl, c2 are arbitrary constants and mi = - 1 + (1 
+ 4e2)1 /2, tn2 = _ 1 _ (1 + 4e2)1 /2. For e2 - 2 = 0, the gen
eral solution to (5.39) has the form 

(5.41) 

where Cll C2 are arbitrary constants. However, neither 
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of the solutions (5.40) or (5.41) satisfy the differential 
equation (5.38). 

Thus there is no solution to the conditions I-IV for 
p complex in the case p = 11, a = A. 

6. THE CASE p IMAGINARY 

From equations (3.19) and (3.20) it follows that 

a2 = (pp2 _ Ep2)(p + 3E _ E)-i. (6.1) 

Also from Eqs. (3.14), (3.19) we obtain 

a2=p2+4pE. (6.2) 

Since p + p = 0, we deduce from (6.1) and (6.2) that 

P[p(E-E)+E(3E-E)]=0. (6.3) 

This in turn implies that for a nontrivial situation we 
must have 

E + e: = 0. 

Substituting (6.4) into (6.3) and (6.2), we find that 

p=2e:, a=±ip. 

(6.4) 

(6.5) 

The ambiguity in the sign of a may now be removed by 
using the remaining tetrad freedom given by (2. 8). Hence 
we choose the tetrad so that 

a=- ip. (6.6) 

In view of (6.4) the differential equation (3.13) has 
solution 

e: =ik, (6.7) 

where k is an arbitrary positive constant. 

The set of differential equations obtained on equating 
the values of the spin coefficient given above with their 
values given by (5.15), (5.16), (5.17) is 

mLy -INy= 0, pNy - nFy= 0, IF. - mNx= 0, 

pLx - nMx+SJS=O, pLx - nMx - SJS=O, 

nFx - pNx = 0, IF y - mNy + Sy/S = 0, 

llMy- pLy = 0, (Y /S)(IF. - mNy - sjS) = 4.f2k, 

(X/S) (IMx - nzLx) = 4.f2 k. 

Integration of (6.8) in the manner of Sec. 5 yields 

(6.8) 

L=2kx+l, M = 2kbx + tn, N = n exp(2.f2 ky), 

F=bN, S=sexp(-2.f2ky), Y=S, X=2.f2ns, 

(6.9) 

when b, l, tn, n, s are arbitrary constants. The metric 
thus becomes 

ds 2 = [(2kx + Z) dt + (2kbx + m) dz 12 
_ n2 exp(4.f2ky)(dt + bdZ)2 - dy2 - exp(- 412 ky)dx2, 

(6.10) 

By means of the substitutions 

t=- (n-i y' + b(m -lb)"l(t'), x= 2.f2nx' - il/k, 

y=V, z=(m-lb)-l(t'), 
(6.11) 

and on dropping the primes we recover the metric (1.9). 
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The integration of Maxwell's equations yields the ex
pression (1. 10). 

The case p = - Il and (] = - A of Theorem 1 will be dis
cussed in a subsequent paper. 
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An analytical expression is given for the multiple integral 

where O:s; n:s; N, f3 = 1,2, or 4 and the positive measure dp.(x) is such that all its moments exist, 
S dp.( x)x j < 00, j = 0,1,2,. ... The case dp.(x) = dx, for -\:s; x:s; 1, and dp.(x) = 0, for i.xj> 1, is 
given as an example. In the limit N---> 00 the correlation functions of this example, the so-called Legendre 
ensembles, coincide with those of the circular or the Gaussian ensembles of random matrices. 

1, INTRODUCTION 

Recently Thien Vo-Dai and J. R. Derome studied the 
so called Legendre ensenbles,l defined by the joint 
probability density 

QNe(X1,X2"",XN)=const f1 Ixj-x.le, (1.1) 
1 ~j<k ~N 

where f3 = 1, 2, or 4 and IXj I ~ 1. They found that in the 
limit N _co the spacing distribution for these ensembles 
is identical with that for the Gaussian or circular en
sembles. 1,2 They also calculated the two-level correla
tion functions, which amounts to integrating QNe over all 
the variables except 2, and found that in the limit N - co 

the result is again identical with that for Gaussian or 
circular ensembles. For this purpose they used an old 
method, 2 which is tedious and becomes prohibitive for 
higher correlations. The new powerful method3

,4 seems 
not to be widely noticed or appreciated for the apparent 
reason that it was never explained in enough detail. We 
hereby try to remedy this defect. 

The method is explained in Secs. 2-5. It is hard to 
avoid some repetitions. We then apply the method to the 
particular case of Legendre ensembles in Sec. 6. In the 
limit N - 00, correlation functions of all orders (and not 
only of order two) are identical to those for the Gaussian 
or circular ensembles. Thus the local statistical prop
erties seem to be quite insensitive to details of the ma
trix ensemble considered. 

The subject matter of Secs, 2-5 forms a part of the 
planned publication Elements of Matrix Theory, where 
motivation for various manipulations and a fuller ac
count can be found. 

2. ALTERNANTS AND CONFLUENT ALTERNANTS 

LetPl(x),P2(x)", "PN(X) be a set of N linearly inde
pendent polynomials, the degree of Pj(x) being less than 
or equal to N - 1 for j = 1,2 ... , N. Then 

det[pj(xk)]j,k~,2, .... N=const f1 (xj-x k ), (2.1) 
l~j<k ~N 

as can be seen from the fact that the left-hand side 
vanishes on setting Xj =xk • Similarly if {Pj(x)}, j 
= 1,2, ... , 2N are 2N linearly independent polynomials, 
the degree of each of them being this time less than or 
equal to 2N - 1 and {P;(x)} their derivatives, then the 
2Nx 2N confluent alternant [PJ(Xk) Pi(xk)], j = 1,2, ... ,2N, 
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k = 1, 2, ..• , N, has the determinant> 

det[pj(x.) p;(x.)]=const f1 (XJ -X.)4. 
j<k 

(2.2) 

The constants in Eqs. (2.1) and (2.2) will depend on the 
choice of p j(x). In particular, if 

N 

p/x) =6Uj.Xk-t, 
k~ 

then 

det[p j(x.)] = deW det[x1-1
] 

= detUf1 (xk - x j)' 
j<k 

Similar remarks apply for the confluent alternant. 

We will write QNe(Xb x 2, ••• , xN) as an alternant or a 
confluent alternant, choosing pj(x) conveniently. 

3. DETERMINANTS OF MATRICES WITH 
QUATERNION ELEMENTS 

A quaternion6 is a linear combination of four units 

(3.1) 

qo, ql, q2, q3 are real or complex numbers; the four basic 
units satisfy the multiplication laws 

1·1=1, 1·e j =e j ·1=e j , j=1,2,3, 

er=e~=e~=ele2e3=-1, 
(3.2) 

and multiplication is associative. The scalar part of q 
is qQ. Any quaternion q has the dual 

(3.3) 

A matrix Q with quaternion elements q ij has the dual 
matrix Q = [qj;}. One may sometimes think of the quater
nion units as 2 x 2 complex matrices (related to the so
called Pauli matrices in physics) 

f1 ol fo -~ 
1 - ~ 1J' el - L1 oJ, 

[
0 -~ ~ oJ 

e2 - _ i oJ' e3 - ~ - i . 

(3.4) 

Among the various possibilities we choose the following 
definition of a determinant, 3,7 denoting it as Tdet. For 
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self-dual Q (i. e., when Q = Q), 

1 

TdetQ=6(-l)N-I n(qabqbc" ·qda)O, 
P 1 

(3.5) 

where P is any permutation of the indices (1, 2, ... , N) 
consisting of l exclusive cycles of the form 

(a - b - C -' •• - d - a), (3.6) 

and (- l)N -I is the parity of P. The subscript ° means 
that we take the scalar part of the product over each 
cycle. We will need two theorems. 

Theorem 3.1: In a self-dual matrix A, A =..4, replace 
its quaternion elements by their 2 x 2 matrix represen
tatives, Eq. (3.4), getting a matrix C(A) of twice the 
size with complex elements. Then 

detC(A) = (TdetA)2. (3.7) 

For a proof see Ref. 3. 

Theorem 3.2: Consider N real or complex variables 
xl. x2, ••• , xN• Let the NxN matrix AN with quaternion 
elements depend on these variables as follows: 

(3.8) 

i. e., a jk depend~ only on Xj and xk. The matrix AN is 
self-dual, AN =AN• Moreover, let 

J f(x, x)dJ.l(x) = c, 

J f(x, y)j(v, z) dJ.l(v) =f(x, z) + g(x, z), 

g(x, y) = Af(x, y) - f(x, y) A, 

(3.9) 

(3.10) 

(3.11) 

where dJ.l is a suitable measure, C a constant scalar, 
i. e., C = C, and A a constant quaternion. Then 

(3.12) 

where AN _1 is the (N - 1) x (N - 1) matrix obtained by re
moving the row and column containing xN • 

For a proof see Ref. 3 or Ref. 9. 

4. ORTHOGONAL AND SKEW-ORTHOGONAL 
POL YNOMIALS 

A linear form of two quantities f and g will be called 
their product and will be denoted as (t, g). This product 
may have some symmetry. Let C j ,k = ck ,j = (xi, xk) s be a 
symmetric product and Ci j ,k = - Cik,j = (x

j
, xk)a be an anti

symmetric product of J! and xk 0 Examples are 

or 

C j ,k = c j+k = J x j
+k dJ.l(x), 

Cij,k = (k - j)( Xj +k-1 dJ.l(x), 

(4.1) 

(4.2) 

(4.3) 

where[(x)=x/lxl, forx*O, and [(0)=00 Thesym
metric or antisymmetric product of two polynomials is 
then defined by the linearity of the product. 

Let Pj(x) be a polynomial of precise degree j. Any 
monomial xk can be uniquely expressed as a linear com
bination of the Pj(x), for j ~ k. Hence, if (Pj(X),Pk(X»S 
=Ojk for every j and k, then (Pj(x),xk)s=o, for O~k<j 
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and (pj(x), xi) * 0. Therefore we can write Pi(X) as a 
determinant. (See for example, Ref. 8.) Similarly, if 
(Pi(x),Pk(X»a=Zik where Z is the canonical antisym
metric matrix, 

Zjk=-Zkj=l, if j=k-l=even, 

= 0, otherwise, 
i. e., written as a direct sum, 

(404) 

then (P2j(X) , xk)a = (P2j+1 (x), x")a = 0, for 0·'" k < 2j, and 
(P2i+l(X),X2j )a * 0. Therefore, one may again write Pi (X) 
as a determinant. 9 

If C i ,k = (X j
, xk) s = 0, for j + k odd, then each .orthogonal 

polynomial has a definite parity Pi(- x) = (- I)JPj(x), 
Similarly, if Cij ,k = (x j

, xk)a = 0, for j + k even, then each 
skew-orthogonal polynomial has a definite parity, 9 

Pj(- x) = (- l)jPj(X)' 

5. THE PRODUCT OF DIFFERENCES AS A Tdet 

To evaluate the multiple integral 

(5.1) 

we express the above integrand as a TdetAN, where AN 
is an NXN matrix with real or quaternion elements. 
Theorem 3.2 applied several times will then give the 
above integral as a Tdet of an n x n matrix for any n 
lying between ° and N, ° ~ n ~ N. 

A. The case (3 = 2 

Every real symmetric matrix can be diagonalized by 
a real orthogonal matrix. Let M = [Ci+j_2], i,j = 1,2, ... , 
N, where c; = J Xi dJ.l(x). This M is symmetric, so let 
M = UT BU, where U is real orthogonal and B is diagonal, 
U=[Uij], B=[bioij]' Choose 

N 

Pi(x)=bi1/26UijXj_1, i=l, 2, . .• ,N. 
j=l 

The polynomials {Pi(X)} are orthonormal, 

Let 

N 

f2(X, y) =6 Pi(X)P;(V). 
i=1 

(5.2) 

(5.4) 

This f2 satisfies Eqs. (3.9) and (3010) with C =N and 
g= 0, Also 

i ,;=1 ,2,0 ".,N 

={det[p;C\)JF=(detM)-l n (X;_X j )2. 
l:l$i<j~N 

(5.5) 
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B. The case (J = 4 

Every real antisymmetric matrix can be quasidia
gonalized by a real orthogonal matrix. 9 Let then M 

== [~j,k] == UTBZU, where aj,k are given by Eq. (4.2), 
UU ==1, B==[b i 6ijl, and Z is given by Eq. (4.4), all the 
matrices being of order 2Nx 2N. Choose with the ele
ments Itij of U, 

2N 

p;C,) == b;l /2 'Buijx i -
l , i = 1,2, ... , 2N. 

j=1 

The polynomials {PJ'\')( are skew-orthonormal, 

f{p;C,) :!xPj(X) - pl,) a~Pi(X)} aM(x) =Zij, 

(5.6) 

(5.7) 

where the antisymmetric matrix Z is given by Eq. (4.4), 

Z ij == - Z ji == 1, if i = j + 1 == odd, 

== 0, otherwise. 

Let us denote the derivative of pJ,) by qi(X), 
a 

q;C,) ==-:1 Pi(X), 
uX 

Define 

sex, y) == L,ZijPi(x)qiv), 

S+(x, y) = SCI', x) == - 'Bz ijq i(X)Pj(Y), 

D(x, v) =- L,ZijPi(X)PjCv), 

I(x,:v) =='BZijqi(X)qh), 

all the sums running from 1 to 2N. Put 

[S(x, ,,) D(x, \'~ 
/4 (X, 1') = ~(x, v) S+(x, 1'~ • 

(5.8) 

(5.9) 

(5" 10) 

(5011) 

(5.12) 

(5.13) 

(5.14) 

This quaternionf4 satisfies Eqs. (3.9) and (3.10) with 
c =N and f[= O. Also from Theorem 3.1 

and 

(5.15) 

so that 

det[C(f4)] ={det[p;C'j) q;(X j )]}2 

== (detM)_l n (Xi _ X j)8. (5.16) 
l:so i (j ~N 

In the last step we have used Eq. (2.2). 

C. The case (J = 1, N even 

Let aj,k be given by Eq, (4.3), Quasidiagonalize the 
NXN antisymmetric real matrix M==[aj,.]=UTBZU, 
where U is real orthogonal, B is diagonal, and Z is 
given by Eq, (4.4). With the matrix elements u;; of U 
choose 

N 

Pi(x)==bil /
2L,lI ijxi-\ i==l, 2, ,,,,,,N. 

jd 

2200 J. Math. Phys., Vol. 17, No. 12, December 1976 

(5.17) 

The polynomials {PJ,)} are skew-orthonormal, 

(5.18) 

Let 

(5.19) 

Let S(x,."), S+(X,1'), D(x,.v), and I(x,~I') be again given by 
Eqs. (5.10)-(5" 13), the sums running this time from 
1 to N. Put 

fS(x, v) D(x, Y~ 
flex, v) = ~(x, v) S+(x, Y~ , 

where 

J(x, 1') ==I(x, 1-') +c(x - :\'). 

ThiS/I satisfies Eqs. (3.9)-(3.11) with c=N and 

'~l ~ -J 
Moreover, 

has rank No Hence only N rows of A are linearly inde
pendenL The N rows [I(x l , Xi) S+(XI' xjll being linear 
combinations of the first N rows, the determinant of 
C(fl) will not change if we subtract the last N rows of 
A from the corresponding ones of C(fl)' Thus 

det[ C(fl (x i' x)) 1 
== det[C (Xi - x i) \. det(D(x i' x)]. 

The first determinant on the right-hand side is + 1, while 
the second one is 

det[D(x i , x)] = (detM)-l n (Xi _ Xj)2" 
le!<,i<j~N 

D. The case (3 = 1, N odd 

With a j ,. given by Eq. (4.3), the NXN matrix (aj ,.] 

can again be quasidiagonalized with a real orthogonal 
matrix U, As 1'1 is odd, [a i ,.] is singular, 

U[a]if ==BZ + 0, 

the diagonal B and canonical antisymmetric Z are 
(1'1 - 1) x (1'1 - 1) matrices. Choose 

N 

Pi(X) == bil /2 'BUijX i -
l

, i = 1, 2, .. . ,1'1 - 1, 
j=l 

N 

!IN(X) = Oil L, /{NjXj-l, 
jd 
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where we have introduced the number 

bN = tUN) Ix)-1 d /l(X) * 0. 
j=l 

The polynomials {Pi(X)}, i = 1,2, . ° ., N - 1, are skew
orthonormal, Eq. (5.18) ° Also 

and 

{
I if i=N, J Pi(X) d/l(x) = 0iN = ' 
0, if i<N. 

Let q;(x) be given by Eq. (5.19) and S, S+, D, and I by 
Eqs. (5.10)-(5.13), the sums now running from 1 to 
N -1. Put 

fS(X, y) + b;/PN(X) D(x, y) + 'lJPN(X)PN(y~ 
fh(x, y) = tr(X, y) - b;/(qN(X) - qN(Y)) S+(x, y) + b;lpN(Y) J' 
where J(x, y) =I(x, y) + E:(x - y), and 'T/ is a small positive 
number which will ultimately be taken to be zero. This 
f1,~=O(X,y) satisfies Eqs. (309) to (3.11," The 
Tdetr.r1~(x;, Xj)] can again be calculated by subtracting 
from the last N rows of C(fh) the corresponding rows 
of 

A~= 

fs(x;, Xj) + b;/PN(X;) D(x;, XJ) + 'lJPN(Xj)PN(XJ1, 
~(X;, x)) + 1/'T/- bi/(qN(X;) - qN(X j )) S+(Xj, Xj) + bilpN(Xj ) J 
Finally take the limit 'T/ - 0. 

6. AN EXAMPLE: LEGENDRE ENSEMBLES 

For the particular case 

the above procedure gives the following resultso 
follows {Pj(x)} denote Legendre polynomials8 : 

(j/2] (. )(z. 2!\ 
P j (X)=2-

j ?2o (_l)m ~ \"~ mjxj_zm, 

(601) 

In what 

(6.2) 

(603) 

while P _1 (x) = ° by convention. If QN6 in Eqo (1. 1) is in
terpreted as a probability density while its integral 
F NB , Eq. (5.1), as a correlation function, then the over
all constants should be properly fixed. Here we will not 
care about this particular detaiL 

A. Case (3 = 2 

if j is odd, 
Cj,k=C j +k, 

if j is even; 

Pj(x)=(j_~)1/Zpj_1(X), j=1,2,0 •• ,N; 
N _1 

fz(X,Y) =.0 (j+~)Pj(x)Ph) 
j=O 

(6.4) 

(6.5) 

= ~N{PN(X)PN_1 (y) - PN_1 (x)PN(y)}j(x - y). (6.6) 

Let xN = 7T~, yN = 7T'T/. We take the limits N - 00, x, y - 0, 
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keeping ~ and 'T/ finite. Then 

P z",(1TV2m) - (_1)"'(1Tm)-1/2 COS1T~, 

P 2m+1 (1T V2m) - (- l)"'(1Tm)-l/ 2 sin1T~. 

Hence 

where 

S(r)=sin1Tr r==I~-'T/I. 
1Tr ' 

B. Case (3 = 4 

G!J ,k == (k - j) n X J
+
k

-
1 dx 

if j + k is even, ~ 0, 

== l2(k - j)/(k + j), if j + k is odd; 

P2J-1 (x) = (j - t )1/2\:1 + PZJ_z(x)}, 

PZj(X) = (j - t)l /Z g; PZj-z(y) dy 

= t(j - t),.l/2\:PZJ_1 (x) - P 2J +1 (x)}, 

for j == 1, 2, ... ,N; 
N 

S(x, y) =6{P2J_1 (x)p~J(y) - PZj(X)P~J_1 (Y)}, 
j=l 

where P ~(x) == (d/ dx)p J(x). After some algebra, 

2N-1 
S(x,Y)=~6 (j+~)PJ(x)Ph)+tP~_1(y) 

J=O 

- tp2N_1(X)P~(y). 

(607) 

(6.8) 

(6.9) 

(6.10) 

(6.11) 

(6.12) 

On taking the limit N - 00, while keeping xN = 1T ~ and 
yN = 1T'T/ finite, the first sum on the right- hand side of 
the above equation gives N/1T. U(21 ~ - 'T/ I), where S(r) 
is given by Eq. (6.9); the other two terms in (6.12) tend 
to zero. The limits of D(x, y) and I(x, y) are 

(zr 
- tJo 5 (r') dr', 

d 
I(x,y) = dxS(x, y) 

(
N)21 d - - --S(2r) 
1T 2 dr ' r= I ~- 'T/I ° 

In the liniit f4 (x, y) is replaced with 

fS(2r) .o(2r~ 
a4(~,'T/)==~~(2r) S(2r)j' r==I~-'T/I, 

where 

and 5 (r) is given by Eq. (6.9). 
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C. Case (3 = 1 

In this case 

G'2j,2k+l = - G'2k+l,2j= 4{(2j + 1)(2j + 2k + 3j}''\ 

P2j_l(X) = (j - t)1/2 :XP2i-dx), 

P2j(X) = (j - W /2P2i _1 (x), 

(6.15) 

(6.16) 

for j = 1,2, ... , aN]. After some algebra we get for N 
even, 

N_l 
S(x,y) =~ (j +t)Pj(x)Pj(y) - tp~_l(X)PN(Y) 

j =0 

N 
--J(r) 

1T ' 

1 d (N)2 
D(X'Y)=-ZdyS(x,y)- 7T to(r) , 

I(x,y) = n S(z, y)[(z - x) dz - 2j2(r), 

(6.17) 

(6.19) 

where 5 (r), f) (r), andS!(r) are given by Eqs. (6.9) and 
(6.14). For N odd, there are some extra terms which 
tend to zero as N_oo, x-O, y-O. Thef1(x,y) is re-
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placed with 

f-S(r) 
al(~' Ti) =l!(r) _ i[(r) (6.20) 

r=I~-TiI. 

7. CONCLUSION 

Since the a8(~' Ti), Eqs. (6.8), (6.13), and (6.20), for 
the Legendre ensembles are identical to those for the 
Gaussian and circular ensembles, the correlation func
tions are also identical to all orders; hence all local 
properties are identical. 
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The concept of Killing spinor is analyzed in a general way by using the spinorial formalism. It is shown, 
among other things, that higher derivatives of Killing spinors can be expressed in terms of lower order 
derivatives. Conformal Killing vectors are studied in some detail in the light of spinorial analysis: Classical 
results are formulated in terms of spinors. A theorem on Lie derivatives of Debever-Penrose vectors is 
proved, and it is shown that conformal motion in vacuum with zero cosmological constant must be 
homothetic, unless the conformal tensor vanishes or is of type N. Our results are valid for either real or 
complex space-time manifolds. 

1. INTRODUCTION 

Killing vectors and Killing tensors have proved to be 
useful tools in the study of Riemannian geometries. 
Killing vectors describe the symmetries of a Vn •

1 For 
instance, Debney and Kerr2

,3 have analyzed the prop
erties of Killing vectors in the light of the null tetrad 
formalism, as developed by Debney, Kerr, and Schild. 4 

As for Killing tensors-particularly rank two Killing 
tensors-they have been studied by many authors, 5-10 

mainly in relation with the problem of integrating geo
desic equations by separation of variables in the Hamil
ton-Jacobi equation. 

On the other hand, since the spinorial formulation has 
played such an important role in general relativity, 11 it 
is natural to introduce the concept of a Killing spinor. 8 

The aim of this work is to present, in a very general 
way, basic properties of Killing spinors, and then to 
study some particular cases which deserve special at
tention. Our work will make full use of the spino rial 
formalism. 

In another context, the idea of using "complex exten
sions" of general relativity has attracted much attention 
in recent years. 12,13 This complexification takes a re
markably natural form when spinorial analysis is intro
duced. Recently, one of us (Plebanski14

) has shown that, 
in a complex V4 , spinors can be defined which transform 
according to the SL(2, 0:) XSL(2, 0:) group. The implica
tion of this is that objects with dotted spinorial indices 
are no longer related to those with undotted indices, as 
it would be the case in a real V4 • For instance, the 
spinorial images of the complex Weyl tensor are C ABCD 

and CABell', but, in general, C AileD 0# (C ABCD)* if the V4 
is complex. 

Thus, loosely speaking, the general procedure for 
complexifying a real V4 is simply to "forget" (!) that 
dotted spinors are related to undotted ones by a complex 
conjugation. The results we present in this work take 
this fact into account: They are valid either in a real or 
in a complex V4 • This will be mentioned explicitly when
ever necessary. We hope that these results will be use
ful in further studies of complex and real V4's. 

C 'd " • .Bl·· 'B&, (81" 'B&,) onSl er a symmetnc spmor 1\. Al' • 'A29 = K (Al ••• A ) 

which transforms as the irreducible D(P, q) represent:.-
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tion of the Lorentz group, and which satisfies the 
equation 

'. . 
V~K~~:: :~~l=O (1. 1) 

in a Riemannian V4 • Such a spinor is a Killing spinor, 
Eq. (1. 1) being the spino rial analog of the equation for 
a conformal Killing tensor K b1 • •• bin = K (bl ••• bm )' 

(1. 2) 

In flat space, Eq. (1. 1) is the twistor equation (Pen
roselS

). In a curved space it will give some very strong 
conditions on the type of spacetime. For instance, 
Sommers10 has shown that any vacuum metric which 
admits a nontrivial D(P, 0) Killing spinor must be flat, 
plane fronted gravitational wave or type D. 

We shall investigate further properties of Killing 
spinors. We will be particularly interested in the im
portant case of a D(i, i) Killing spinor, which satisfies 
the equation 

(1. 3) 

This equation is the "trace-free" part of the conformal 
Killing equation, 

(1.4) 

Since conformal invariance seems to play an important 
role in physics (see, e. g., Penrose, 15 Plebaiiski16), we 
will consider conformal Killing vectors (X =: 0), normal 
Killing vectors (X = 0) being obvious subcases. 

2. GENERAL CONSIDERATIONS 

It can be shown (Sommers10
) that the (m + l)th deri

vative of a rank m Killing tensor can always be expressed 
in terms of its lower order derivatives. We will prove 
a similar theorem for Killing spinors (KS). Following 
Sommers, 10 it is enough to notice that the rth covariant 
derivative of any tensor or spinor can be expressed as 

Val' •• V a,-Kb1 ,,· bin = V (al'" Vay )Kb1 ·" bin 

+ [terms containing (r- 2)th or 
lower order derivatives of 
Kbl ". bJ. (2. 1) 
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This is due to the commutation relations between co
variant derivatives. Now, 

Ny: = (r+ 1)[(r+ 1) + r(r- 1)/6] (2.2) 

is the number of algebraically independent components 
of a fully symmetric rank r tensor in V4 • Thus the rth 
derivative of an irreducible D(p, q) spinor is given by 
N r (2p + 1)(2q + 1) linearly independent terms containing 
rth derivatives, plus terms with {r - 2)th or lower order 
derivatives. On the other hand, Eq. (1. 1) gives 
N y _1 (2p + 2)(2q + 2) linearly independent relations among 
the rth order derivatives, since 

Thus, if 

_N_y __ 1> (2p + 1)(2q + 1) 
Ny -- -i-::{2~:p-+-=2"-;)('=:-2q"'-+-'2) 

(2.3) 

(2.4) 

one can obtain the rth derivative of the KS in terms of 
lower order derivatives17 [plus, in general, some inte
grability conditions; i. e., Eqs. (3.2) or (3.16) below]. 

We will now study the integrability condition of Eq. 
(1. 1). The commutation relations for covariant deriva
tives of (in particular) symmetric spinors is given bylB: 

(2.5) 

where RAB is the two-form associated to the Riemann 
tensor 0 According to the Cartan structure equations 
written in spinorial notation, one has 

RA B = drAB + rAN 1\ rN B , (2.6) 

where rAB are one-forms associated to the Ricci rota
tion coefficients (we will use exactly the same notation 
and conventions as in Ref. 14). More explicitly, Eq. 
(2.5) gives 

N..., •• T,B1··· B2q 4 C . (BI-T.B2,,· B211)N 
V(C VD)N'i'A1"'A2P= q CDN '1'Al"'A 2P 

4 CN ,yBl···B2q 
+ P CD (AI A2'" A 2p )N 

R ON ~1"'B2q +P"3 (CED)(AI A Z,"A2P )N, 

...,N (C.., Ll),yBI'" 8 20 = _ 4qCCD (81, ,yB2'" B 20 )N 
v v N A1 ••• Azp N AI'" A2P 

4 CN CD.T.Bl"· B - P (Al '1'A 2'" A~)N 

+ R oCc JJ)(BI,yB 2···82q)N 
q 3 N '<.~ A1 ... AZp , 

(2.7a) 

(2.7b) 

where CABCD and CABeD are the spinorial images of the 
Weyl tensor, CABcD is the spinorial image of the trace
less Ricci tensor, and R is the trace of the Ricci tensor. 
If the considered V4 is real, then CABeD = (C ABCD )*, 
C ABeD = (CCDAB)* and R =R*, otherwise these last rela
tions do not hold (for a detailed discussion of this point, 
see Ref. 14). 
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Now, the fundamental equation (1. 1) implies that the 
covariant derivative of a KS has the irreducible form 

(2.8) 

ZBBI···82q _ ~ VN<BK81· .. B2q) 
A1"·AZp_1 - 2p + 1 A1" 'A 2P _1N , (2.9a) 

[81"'8 20 _1 = _ ~ V . J!!r" B2q_1'¥ 
A1A1"'A2P 2q + 1 (AINI AI"'AZp) , (2.9b) 

'Br" B2q_1 _ ~ ~ VN • KBt-"82R_1N 
JAr"AZP_1 - - 2p + 1 2q + 1 N Al"·A2p _1N. (2,9c) 

3. SPECIAL CASES 

Consider first a D(p, 0) KS. According to (2.8) one 
has 

V BK ZBB1···B211 A Al""A2p = EA(Al A2"'A2p)' 

Substituting this in the formula (2. 7a), 
over indices CDA1 ••• A 2P' one obtains 

(3.1) 

and symmetrizing 

KN (B1 ".B2P_1 C
N 

BZpCD) = O. (3.2) 

Substitution of (3.1) in (2. 7b) gives, after proper sym-
metrization of indices, 

.., r.PlQ) - 4pK C NPQ 
v (81 B2 .. ·B 2R ) - N(B1"'B211_1 B2P ) (3.3) 

Thus, in empty space, l~l" 'B2P-l itself is a KS of type 
D(p - t i). In a complex V4 , Eq. (3.2) has a counterpart 

Kif( 8
1
'''8

2P
_1 C~2ib) = 0 (3.4) 

which, for a real V4 , would be just the complex con
jugate of (3.3). A similar result applies for relation 
(3. 3). It is interesting that, in a complex V4, this KS's 
KBt ••• B2P and K B1 .•• !J2 are independent objects: that is, 
one has a "heavenly,f and a" helliSh" KS (in the termi
nology of Ref. 14). In fact, a spacetime can admit a 
"heavenly" KS without necessarily admitting a "hellish" 
KS. 

Consider, for instance, a D{i, 0) KS which satisfies 
the equation 

V (1KB) =0 

and consequently 

(3.5) 

(3,6) 

The integrability conditions give, after some algebraic 
manipulations, the following relations: 

(3.7a) 

(3.7b) 

Equation (3.7a) implies that the spacetime is of type 
[N]Sl [something] or [-l'Sl [something], and (3. 7b) im
plies that in vacuum, ZA itself is a Killing spinor. 
Equation (3. 7b) permits one to express the second 
derivative of the KS in terms of the KS itself. 

Consider, now, KS's of type D(1, 0). One has 

V jKBC)=O (3.8) 
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from which 

VAAKBC = EA(BZC)A. (3.9) 

The integrability conditions give 

CN (ABCKD)N = 0, (3. lOa) 

... AZ B 4CN K f.cN SABK R KAB) VA B = (AAB B)N+EAB\' NS+6 

AB tcNS K RK) +E \l AB NS+{f AB • (3. lOb) 

Thus, in vacuum, zi is a D(t~) KS. Furthermore, 
(3. lOb) permits one to calculate all the second deriva
tives of KAB in terms of KAB itself. For further proper
ties of type D(~, 0) and D(l, 0) KSs in a real V4 see 
Walker and Penrose, 8 and Sommers. 10 

We now consider the important case of D(t t) Killing 
spinors, which are related to conformal Killing vectors 
(CKV). From (2.8) one has 

(3.11) 

(3.12) 

Notice that ZAB = ([AB)* and that X is the conformal fac
tor appearing in (1. 4). Substituting (3.12) in the in
tegrability conditions (2.7a) and (2.7b), after proper 
symmetrizations and contractions of indices and using 
the relation 

Az Az 2 NA 
VA BC=V(A BC)+3 EA(B V ZC)N (3.13) 

one obtains, after some algebraic manipulations, 

V Az 2CN KA 2K HC • A A BC = - ABC N - (A BC)N 

(3.14) 

If X = 0, one would obtain an equation expressing 
second derivatives of the Killing vector in terms of the 
Killing vector itself (a well known result! 1). The next 
step is to use the integrability conditions of (3.14) by 
substituting it again in (20 7a) and (2. 7b). Using the 
Bianchi identities in spinorial form, 

(3. 15a) 

(3. 15b) 

one obtains, after some algebraic acrobatics, the 
following equations: 

4C N (ABCZD)N - 4C ABCDX +KNN VNNC ABCD = 0, 

... • ..,NN 1 K N..,N'R 2 R vNNv X=-e NV N - 3X . 

(3.16) 

(3. 17a) 

(3. 17b) 

These last two equations permits one to calculate the 
second derivatives of X in terms of the Killing spinor 
and X only, by using the formula 

(3.18) 
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Summing up: for any CKV, the second and higher order 
derivatives of Ka and X can always be expressed as 
linear combinations of K a , V.Kb, X, and VaX. In other 
words, a CKV can be described by a set of 15 param
eters (10 if X = 0). This is a well known result which 
can be obtained by classical tensorial methods. 1 Fur
thermore, this result is in agreement with inequality 
(2.4) obtained above: Third order and higher deriva
tives of KA A can be expressed i.n terms of lower deriva
tives (remember that X=-tVNNKNN). As for the rela
tion (3.16), it is the spinorial form of the equation for 
the Lie derivative of the Weyl tensor along a CKV. 
Equations for the Lie derivatives of the Riemann tensor 
and its covariant derivatives entirely determine the 
number of possible Killing vectors20

,21 (this result is 
also valid in complex Riemannian spaces, as a simple 
examination shows). 

We will now examine the concept of Lie derivative in 
the light of spino rial analysis. By definition, the Lie 
derivative of a tensor T"l"'''P along a vector K" is 

LT" ... " = TIJ." ... " KIJ. '''1 + ... + T"l"'" IJ.KIJ.." K 1 P 2 P , P-1 'P 

+ T"l'''''P;IJ.KIJ.. (3.19) 

In particular, if K" is a CKV, then 

(3.20) 

When (3.19) is applied to the vectors of a tetrad, one 
obtains 

(3.21) 

where 

(3.22) 

This follows easily from the definition of the Ricci 
rotation coefficients 

r a a" ea 
be : = - e " ;8 e be' (3.23) 

The concept of Lie derivative along a CKV can be in
troduced in a straightforward manner (eo go, Geroch22

). 

From the definition of the Pauli matrices and the null 
tetrad14 

one can find a formula similar to (3.21), 

dx"L~A =AANt'A + AAivItN + xJtA, 
K 

where 

AAB =- tZAB - rABnK". 

From this it can be seen that Eqo (3016) can be 
rewritten as 

4AN (ACBCD)N - 2XCABCD + KIJ. 0IJ.CABCD = 00 

We can now prove the following theorem . 

Theorem: The Lie derivative along a CKV of a 
Debever-Penrosell vector is proportional to it. 

(3.24) 

(3.25) 

(3026) 

(3.27) 

That is, if e3
1J. is a Debever-Penrose vector and 

Eq. (3.20) is satisfied, then 

L e! = fe~ {f is some function). 
K 
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The proof is very simple: lf e3
" is a single DP vector, 

then Cuu = ° and C1ll2 "* 0, and (3.27), for indices 
ABCD-ll11, implies Au=O. lf e3

", is a double DP 
vector, then Cuu = C1ll2 = ° and CU22 "* 0; Eq. (3.27), 
for indices ABCD - 1112, again implies Au = 0, and so 
on for triple and quadruple DP vectors: one always 
finds that Au = 0. But, from Eq. (3.25), this is precise
ly the condition for e3

", to have its Lie derivative paral
lel to itself. This completes the proof of the theorem. 23 

A simple reexamination of the proof given above shows 
that it is also valid in complex V4 • All one has to do is 
to use the dotted counterpart of Eq. (3.27) and the gen
eralization of the concept of a Debever-Penrose vector 
to complex V4 •

14 The theorem has an obvious geometri
cal interpretation: Since conformal curvature is in
variant along conformal Killing vector fields, the princi
pal null directions it defines must also be preserved. 

We will now consider the special case of a CKV in a 
vacuum spacetime, that is C ABAB = ° and R = - 4Jc 
(cosmological constant). The equations obtained above 
take the simpler form, 

V /ZBC =- 2CN
ABCKi - ~JcEA(BKi)- 2EA{BVC /{X, (3.29) 

.., A B 2 AB, 
VA VB X=c,EABE AX, 

4cN (ABClD)N - 4XC ABCD + KN N VN 
N C ABeD = 0. 

(3030) 

(3.31) 

In particular, the integrability condition of (3.30) 
implies 

C N
ABC VANX= 0. 

Thus, if VA AX"* 0, one has two possibilities: 

(0 det(V N A X) "* 0, in which case C ABC D = 0, 

(3.32) 

(ii) det(vA N X) = 0, then VAN X = 1> QlN ~ and, according 
to (3.32), CiN is a quadruple Penrose spinor and the 
spacetime is of type N. Thus, the existence of a non
constant conformal factor X in vacuum implies that the 
spacetime is Minkowskian, de Sitter or type N. 24 More
over, if Jc"* ° then X is necessarily zero except for the 
de Sitter and type N cases. Notice that X satisfies an 
eikonal equation if CAB C D"* 0. 

Next, we consider the case when a Maxwell field is 
present. The Einstein-Maxwell equations without 
sources are 

CABAB =-8fABfAB, VNAfNB=O, R=-4Jc, (3.33) 

where fAB is the D(l, 0) spinor associated to the electro
magnetic field. In this particular case, Eqs. (3. 17a) 
and (3. 17b) somewhat simplify, 

1 (A B). S S[ f fAB] 2fABfN l 
81T V{A VB) X=K~Vs. AB~. -. <-:. B)N 

.., • ..,NN B A 
VNNV X=sX. 

+ 2fABfs{A ZB)5 +4xfABfAB , (3. 34a) 

(3. 34b) 

The formulas given above are the spinorial versions 
of some fundamental classical results on Killing vectors 
(see, e. g., Einsenhare ,20 and Petrov21

). As for Killing 
vectors in spaces where an electromagnetic field is 
present, they have been of fundamental importance in 
the works of Ernst25 and Kinnersley, 26 who found a gen
eral procedure for generating new solutions. We hope 
that our Eqs. (3.34) will be useful in further investiga
tions of this point. 
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We note that this paper is to be considered as the 
fourth of the series of articles which study the 
"analytic continuation" of general relativity (the first is 
Ref. 14; then follow Refs. 27 and 28) and will be fol
lowed by subsequent publications, where the present 
rather formal results will be applied as useful technical 
tools in the study of the dynamics of complex relativity. 

*On leave of absence from University of Warsaw, Warsaw, 
Poland. 
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Following Plebanski and Robinson, complex V.s which admit a congruence of totally null surfaces are 
shown to have coordinates which, in pairs, have a spinor structure which generates the usual spinor 
structure of the 2-forms over the space. This structure allows Einstein's vacuum equations to fracture into 
three triples and a singlet, which allow for easy reduction of the entire set to one nonlinear partial 
differential equation needed for consistency. An inhomogeneous GL(2, C) group of coordinate 
transformations, constrained to leave the tetrad form invariant, is constructed and used to simplify the 
equations and clarify the geometrical meaning of the parameters introduced during the integration process. 

1. INTRODUCTION 

The analytic continuation of general relativity, with 
emphasis on complex Einstein-flat four-dimensional 
spaces endowed with purely self-dual conformal curva
ture (heavens, according to the N ewman- Penrose 
terminology!), was studied in a previous series of 
papers. 2-6 The present work is the second of a new 
series of studies, being an extension along lines initiated 
by Plebanski and Robinson. 1 They found that if the con
formal curvature is algebraically degenerate from (at 
least) one side-that is, e. g., the self-dual part of the 
conformal curvature tensor is algebraically degenerate
then all quantities on the manifold can be written in 
terms of a canonical tetrad such that Einstein's equa
tions in vacuum may be integrated up to the very end, 
reducing the problem of such a (complex, minimally 
degenerate) gravitational field to the solution of one 
partial differential equation of second order, involving 
only quadratic nonlinearities. (This equation contains 
as a very special case the heavenly equation of Ref. 2, 
and is therefore called the hyperheavenly equation.) It 
is to be noted that the existence of this tetrad is already 
guaranteed by the totally null surface which Ref. 3 
guarantees us that such a space must have. [These im
portant null (extremal) 2-surfaces have also been called 
twistor surfaces by Flaherty. 8] 

We use the notation and techniques of this series of 
papers, particularly Ref. 2. (For real tetradial form
alism one could also see Ref. 9.) The spinorial ideas 
used relative to the structure of the coordinates in these 
spaces were first developed for heavenly spaces in 
Ref. 6. In Sec. 2 we write the metrics of both cases of 
Ref. 7 in a uniform spinorially-based notation, which 
is chosen to emphasize as much as possible the exis
tence of the congruence of totally null surfaces, thus 
making it easier to see how the "crystal structure" of 
Einstein's vacuum equations may be splIt apart. We 
then determine the general form of the connections and 
the Riemann tensor, and define a group of automor
phisms of the space which preserve the forms of the 
tetrad, as natural changes in the (arbitrary) parametri
zation of the various null surfaces in the congruence. 
We also show the natural relationship of the intrinsic 
spinor structure of the coordinates to the usual spinor 
spaces defined over the manifold. 
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In Seco 3 we show how the complete set of Einstein 
vacuum field equations "fractures" into three triples 
corresponding to helicityl0 + 1, 0, and - 1, and a singlet 
equation, which, when solved in the proper order are 
very amenable. Then, having reduced the problem to 
the solution of the hyperheavenly equation for W, a 
function of all the coordinates, we may recast the com
ponents of the conformal curvature into their (simple 
and plausible) form as functions of Wand the integration 
parameters which appear. 

In Sec. 4 we show how one easily makes a choice of 
conformal factor to get to the case I of Ref. 7. At each 
step in both Secs. 3 and 4, we show how one may take 
advantage of the particular group of automorphisms so 
as to both simplify the resultant equations and empha
size the geometrical content of the parametrization. In 
appendices we give some of the more complicated de
tails of the calculations used to reduce Einstein's equa
tions, as well as to show how the results should be 
(trivially) modified if one wants to include a nonzero 
cosmological constant. 11 

2. INTRINSIC SPINOR FORMALISM 

We start off by insisting only that our (complex) 
spacetime admit a congruence of totally null surfaces. 
These surfaces can be described by the (closed) 2-form 

L, == du/\ dv, (2.1) 

where u and v are (functionally) independent quantities 
constant on each surface, and the expansion 1-form 

(2.2) 

Since L, is totally null, it is clear that du and dv are 
null and orthogonal. As was shown in Ref. 7, the exis
tence of this congruence is sufficient to allow us to 
choose a (nUll) tetrad: 

e! = ¢-2du, e2 =dx +Pdu +R dv, 

a!=¢2(au -pax -Ra), 02=ax 

a3 =¢2(a v -Rax - Qa y ), a4 =a y , 

(2.3a) 

(2.3b) 

where we use coordinates especially adapted to our 
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congruence, u, v being constant on each surface, along 
with some independent variables x, y, which are longi
tudinal variables along a given surface, while rp, P, Q, 
and R are sufficiently smooth functions of these coordi
nates, and the metric is given by 

g=2e1@ e2 + 2e3@ e4 E Al@ AI, 
• • 

with? as the symmetrized tensor product: A ~ B 

='i(A@B+B@A). 

(2.4) 

Since we have started out with a real V 4 and com
plexified it, we may always look upon it as some sort 
of formal direct sum of two two-dimensional complex 
spaces in a fairly simple way. 12 However, we intend to 
show that, because of the existence of a totally null 
congruence in this space, this correspondence may be 
thought of as indicating important underlying structures 
of such spaces. To this end, then, we proceed to look 
upon the coordinates, in pairs, as forming spinors: 

_ (v) il- (- Y) q;. = u ' p = - x ' (2.5) 

where, being spinors, the indices of qi.. and pB are 
manipulated in the usual way: 

(2.6) 

and similarly for pB, as well as being subject to trans
formations from spinor-type groups such as SL(2, C). 
We will say much more, later, about the transformation 
properties of these coordinate spinors. It should also 
be pointed out that the spinor indices are dotted be
cause of the fact that our tetrad puts us in a space where 
it is the left-conformal curvature tensor (the self-dual 
part) which is algebraically degenerate instead of the 
anti-self-dual part. (The two situations are, of course, 
isomorphic, and this choice is made to follow the nota
tion of Ref. 7.) When identification of these spinor in
dices is made with the usual spinor indices in the spinor 
form of general relativity, it will be found that these 
were the correct identifications of type of indices. 

We may then discuss the (complex) cotangent (and 
tangent) spaces at each point on the manifold, where the 
pairing of the four coordinates into two spinors suggests 
that we, instead, actually look at the two-dimensional 
spinor cotangent and tangent spaces. We proceed by re
writing the tetrad as 

with the metric given by 

g = 2rp-2 EA@ dq;.. 
• 

(2.7) 

(2.8) 

These equations allow us to define a very useful sym
metric obj ect 

(2.9a) 

such that 

E A=_ dpA +QABdqil, (2.9b) 

which we will call a rotation spinor of type (0,1). It 
is given this name because: (a) Since it is a symmetric 
traceless second-rank spinor-i. e., type (0, I)-it 
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generates in the usual way a second-rank anti-self-dual 
skew tensor which then can be taken as the infinitesimal 
generator for some (complex) rotation which tells us 
something about tp.e lack of complete transversality of 
the coordinates pA to q il; (b) under the appropriate in
homogeneous 6£(2, C) transformations it will be shown 
to transform not as a true spinor, but with inhomo
geneous terms. By rewriting Eq. (2.8) as 

g = - 2 dpA@dq'+2QAB dq'@dq' s A A s B, (2.10) 

we see that QAB is that which distinguishes the metric 
from being trivially flat, and, as such, determines the 
character of the metric as a double Kerr-Schild 
metric. 13 In particular, if we define 

(2.11) 

where the factor rp-2 has been inserted for later con
venience only, it is the vanishing of ~ which causes de
generation to an ordinary Kerr-Schild metric. 

We also exhibit explicitly a basis for the (tangent) 
sp'aces dual to the (cotangent) spaces spanned by e1 and 
EA. These are 

- aA='- a;A =(~:) -dual to EA, (2. 12a) 

and 

iiA=(a3)=rp2(~+QABail) -dual to eA' a1 aqA 
(2. 12b) 

By using the phraseology that these are dual, one to 
another, we mean, among other things, that one may 
write out the exterior derivative, in this baSis, as 

(2.13) 

At this point we should point out that, because of the . 
usual chain rules for calculus and the desire to have CIA 
mean a/ap;., where PA=E;.ilpB, it is necessary to raise 
and lower spinor indices in the tangent spaces opposite
ly to those in the cotangent space: 

aA_EABa· a'-E"aB (2.14) - B' A- BA , 

where, of course, the same rules follow for aA and al 
aqA, as well. One could also see the necessity for this 
reversal by noting that it ensures that there is a well
defined action of the cotangent spinors on the tangent 
ones. That is, if aA is a tangent spinor and LA a cotan
gent one, then +LAa A= +LAaA, instead of the more 
usual situation with only one spinor space in which, 
e.g., pAqA=_P;.qA. 

We now list the bases for self-dual and anti-self-dual 
2-forms in their usua12• B•

9 spinor form: 

5 11 = 2e4/\ e2= EA/\ EA 

5 12 = e1 /\ e2 + e3 /\ e4 = rp-2 dqA /\ EA, (2. 15a) 

5 22 =' 2e3 /\ e1 = rp-4 dqA /\ dq A 

•• (2e4
/\ e1

, _ e1
/\ e2 + e3/\ e

4
) ., 

5 AB ;:: 1 2 3 4 3 2 =2rp-2dq(A/\E B). 
- e /\ e + e /\ e , 2e /\ e 

(2. 15b) 

We may then calculate the commutation coefficients and 
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the connections in the standard way, with the results 

r 11 '" - W42= ¢-3JAdqA' . . 
r 12 ", - t(W12 + W34) =HalQAB - ¢-3~B¢ldqB + %¢-IJi.EA, 

r 22 ", - W31 = (~AQAB) dqh - ¢-I(~l¢)EA, (2. 16a) 

(

- w41' t(W12 - W34)J • 
rAB ", l( ) =(O(AQB)C)dqC+¢-IJ(AE B) 

2 W12 - W34 , - W32 
- ¢-3(~(1¢)dqB)' 

(2. 16b) 

We have used wab for the Riemannian connection on our 
(four-complex-dimensional) manifold and r AB, r AB for 
the usual induced spinor connections. (The symbol Jl 
is an abbreviation for ol¢ which is a quantity which will 
reappear many times. ) In both these sets of equations 
one sees a connection between the (usual) spinor indices 
on the 2-form bases and the connections, and the spinor 
indices inherited from the component spinors in this 
particular tetradial representation. That is, the anti
self-dual (hellish) quantities are such that the indices 
have a 1-1 correspondence, while the self-dual (heaven
ly) quantities are without free spinor indices in this 
basis, and therefore are scalars under homogeneous 
SL(2, C) transformations. 

The relations given so far are moderately compli
cated, but it must be remembered that they are com
pletely general. They will simplify greatly after ap
propriate gauging and solution of Einstein's equations 
are accomplished. Now, by calculating Cartan's second 
curvature form and comparing coefficients as usual 
(see, e. g., Refs. 2 or 7) we may determine the spinor 
forms of the curvature quantities: 

tC(5) =C 1111 =0, 

tC W =C 1112 =0, 

lC(3) C 1 A,2" • a 'QAB 
2 = 1122 = - 6'+' U A B , 

lC(2) -C __ lA,5aAA,-32fBQ" _lA,2,,(.A,-3,,(AA, 
2 - 1222 - 2'+' '+' v AB 2,+, vA'+' v '+', 

tcO) = C2222 = - ¢4ffA¢-2ffBQ AB + ¢4(ffAQlh)(acQBC), 

(2. 17a) 

(2.17b) 

which determine the conformal curvature, and the 
quantities which determine the Einstein tensor 

- tR = - tRabg ab = + ¢2a Ao BQAB - 6¢3aAcfJ-46A¢, (2. 18a) 

Cl1AB = - ¢-l oAOiJ rp, 

C •• lA,2-, ,,,cQ" A,a 'A,-2"(. A, 12AB=- 2'+' U(AU BlC- '+' (A'+' 0B)'+', (2. 18b) 

C22AB = - rp 5a('4.¢-3eCQB)C + rp(~C¢)a cQ1B - rp8(lrp-26B)rp. 

Having, now, general formulas at our disposal, we 
want to investigate to what extent gauge freedom can 
help in simplifying the equations. In particular, there 
is reason to believe that no essential physics lies in a 
particular parametrization of our totally null congru
ence-the variables qA' Therefore, we wish now to con
sider a transformation to new parameters q'R=q'R(ql), 
only restricting the transformation to be invertible. In 
addition, since this particular tetrad form is known to 
be.useful, we will determine new longitudinal coordinates 
p's in such a way as to be able to have the form of the 
new tetrad in terms of the new variables the same as 
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the form of the old tetrad in terms of the old variables. 
The purpose of this will be to determine the transforma
tion properties of the various quantities entering into 
the equations so that we may determine the underlying 
geometrical significance of the various "constants of 
integration" entering into the solution of Einstein's 
equations in such a way as to both simplify the pro
cedure and simplify the interpretation. 

We therefore set 

• 0 
Tj/'" aqAq'R' e'i<=rp,-2dq'R=pTj/eA, 

where p= (rp'/¢t2 is a function only of V" and 

E'ls =p-l(T~~EA -71e'S), 

(2.19) 

(2.20) 

where the latter line is required by invariance of the 
metric and 71 is so far arbitrary. Form invariance re
quires that . . .. 

E's =_ dP's +Q,ST dq'T' (2.21) 

From Eqs. (2.19) and (2.20) we find that 

P ,i< = p -I r.1Rpi. + a'R , 
A 

271rp-2 = TP...i(ap-l/aqi.) - ERSCoa,i< /aq s), (2.22) 

Q,RS _p-1T~IRr,1SQAiJ + lT~ldapR)/aq. - A B 2 A A, 

where a'R are functions of ql only and T is the deter
minant of the transformation matrix T RA. Therefore, we 
see that the longitudinal variables must go into ql-de
pendent linear combinations of themselves modulo pos
sible inhomogeneous terms, which tell us that it is not 
particularly important which surface of the congruence 
is labeled which. 

Continuing with straightforward calculations, one 
finds that 

(:

p_1T -1I 2, 

S,RS _ LR L S gSAB LR = 
- A 'A - 0, (2. 23a) 

and 

S,RS =TT'11RTj}SSAB. (2. 23b) 

Remembering that T/'· is an element of Gi(2, C), we 
see that the anti-self-dual basis forms transform 
effectively under SL(2, C), while the self-dual ones 
transform by a simple 8L(2, C) representation of the 
differences between our inhomogeneous GL(2, C) and 
SL(2, C). (We use the tilde over quantities without in
dices to indicate that they refer to notions in the anti
self-dual subspace as opposed to the self-dual one. See 
Ref. 2 for a more general diSCUSSion of the full trans
formation group. ) Analogously one also finds 

C ' .... - T -2T ... AT • BT • cT • DC •••• RSTU- "S T U ABCD, 

C'RSTU=LRAL s
B LTC LUDCABCD' (2.24) 

Among other things which will be useful later, these 
equations say that C /

(3) = C(3). 

3. SOLUTION OF EINSTEIN'S EQUATIONS IN 
VACUUM 

Referring to Eqs. (2.18), we can immediately inte
grate the first triple of equations, which asserts the 
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existence of a spinor J). and a quantity K, both functions. 
of q B only, such that 

(3.1) 

(Note that the choice Jj ""Ji "" - 1, K == ° was made in the 
discussion of what was called Case II in Ref. 7, while 
Ji =Ji = 0, K = 1 was made in the discussion there of 
Case 1. ) By looking at the transforrpation equations 
[Eqs. (2.22)J and setting ¢'=J'ilP,R+ K" we find that 

(3.2) 

It is clear that, if so de~ired, one may then utilize the 
freedom embodied in T j/, p, and a,R to choose J). in 
various specific ways. Because it facilitates greatly the 
solution of the remaining equations, we use this freedom 
to choose J). and K to be constant. This clearly puts re
strictions on future transformations that one may wish 
to do. However, there is in fact still considerable 
freedom. 

We now introduce a partition of the identity relative 
to our distinguished constant spinor J A. That is, we 
introduce a spinor KA such that 

(3.3) 

A convenient choice is Ki =Jj, Ki =-J2• We may use 
this pair of (basis) spinors, thus naturally defined, 
when needed, to decompose the spinor coordinates into 
"scalar" coordinates. 

The next equation to attack is the one for the curva
ture scalar. Here we setR=O, but see Appendix B 
where we show how to include a possible cosmological 
constant A. Using the fact that J). and K are constants, 
we find that 

(3.4) 

From this we infer the existence (see Appendix A for 
more details) of a spinor A h such that 

When this form is inserted into the second triple of 
Einstein's equations, they take the form 

(lAO BAO == 0, 

Ao = ¢-la c¢2A c, 

(3.5) 

(3.6) 

which imply the existence of H). and ~, functions of qc 
only, such that 

(3.7) 

We may now integrate this equation to find A C. How
ever, first we note that Einstein's vacuum equations 
separate into three triples and a singlet. The C11AB 
triple is of the form aAohA+=O for A+=¢. By use of the 
scalar equation and the A+ triple, we are able to rear
range the second triple to read aAoBAo=O. We will find, 
in addition, that this is sufficient information to allow 
us to rearrange the third triple to the form a A a 1lA_, 
where A_ is yet to be defined. It is this particularly 
simple end form which makes this particular approach 
successful and which shows up the basic structure of the 
equations. 

Secondly, before integrating Eq. (3.7), we calculate 
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from Eqs. (2. 17a) and (3.5), that 

C(3) == _ 2JAHA¢3= _ 2J1.¢3. (3.8) 

Since C(5) = C(4) = 0, C(3) is an invariant, which suggests 
that there is particular intrinsic geometric importance 
to this cOIl}ponent of H A. For simplicity, therefore, we 
regauge A B so as to eliminate the other terms on the 
right-hand side of Eq. (3.7). In particular, let 

AA - A). + (1/2r)HBKBpA + bA, 

where (3.9) 

JAb A - (K/2r)HBKB - ~ =0, 

which in no way changes the value of QAB defined by Eq. 
(3.5) but reduces Eq. (3.7) to a simpler form 

t¢-la A ¢2A A == J1.KAp;.lr, 

which has the solution 

A B = _ ¢-2a Bw + (J1./r2)KBK CPc, 

(3. lOa) 

(3. lOb) 

where W is an arbitrary sufficiently smooth function of 
all the coordinates, which plays a role completely 
analogous to that of the key function in heavenly spaces. Z 

Inserting this into Eq. (3.5), we find that 

QAB == _ a<).¢4a B) ¢-3W + (/l/rZ)¢3KAKB. (3.11) 

It is worth noting here that Eqs. (2.24) guarantee the 
invariance of C(3) under our group of transformations, 
which implies that 

- 2/l'¢,3==C,(3) =_ 2/l¢3 

or (3.12) 

/l' = p3 / 2/l . 

We may therefore choose p so as to give /l whatever 
constant value we might want. (That constant is essen
tially just a scale factor.) We will not take advantage 
of this at this time, but it is a very useful thing to do 
when dealing with the metric for other calculations, 
such as trajectories or Killing vectors. 

We may now proceed to the consideration of the last 
triple of equations. They can be rearranged, by virtue 
of our current information, to take the form 

aAa BA_ == 0, 

where 

• • • oW 
=t¢4(oA¢-2aBW)(a).¢-zaBW) + ¢-la A_. 

aqA 

(3.13) 

_/l¢4a4>¢-lo4>¢-lW+~[IPJc- (¢+K)KCj ::c, 
(3.14) 

where IP is just an abbreviation for KAPi, and the equa
tions for A have been written to separate out the 
(messy) te;ms containing o/l/oqC which would vanish if 
the gauge were chosen so that /l were constant. But 
Eqs. (3.13) just tell us of NA and y, functions of qc, 

J.D. Finley, III and J.F. Pleban'ski 2210 



                                                                                                                                    

such that 

A_=NAPA +y, (3.15) 

which, when Eq. (3.14) is inserted, is simply the 
(hyperheavenly) equation of Ref. 7, which is the only 
constraint on W. (In the special case when IJ., N;., and 
y vanish and cf> = 1, it becomes the second heavenly 
equation of Ref. 2 in the notation of Ref. 6.) This is a 
single, second order differential equation for W, linear 
except for the first term, whose solutions determine all 
minimally degenerate complex V4's which are Einstein
flat. 

We may insert Eq. (3.15) into the forms for the curva
ture quantities, and find that the self-dual ones simplify 
considerably as a result: 

CABCD=- rjhd.GBQcn) 

=. cf>3 0AOBOCO;W - 61$rcf> 3J(;JiJKc,K D) 

C(5) =0=C<41, C(3) =21J.cf>3, 

Cm =. 2cf>5[N' JA - (p}. +~KA)~J 
A 2T oqA' 

C(O =2cf>7{cf>(cf>2 !:!:'-KA _ _ 0_) (N' +.l p' KR~) 
T oqA A 2T A oqR 

• 0 • 
+JB 

-.: (NApA +y + 31J. W) 
oqJj 

_l..JCpD~ +[2N'J}.J' _ (P'JC +J'pc 
2T oqCoqD A B B B 

+!!.KBJC\ alJ.. JaBw}. 
T J oqC 

(3. 16a) 

(3.16b) 

Again, one notices that the equations simplify greatly if 
IJ. is chosen constant. We should also note that one may 
regauge A_, if desired, to modify N}. and y. In particu
lar, 'F.,e note that the form of the metric, as determined 
by QAB via Eqs. (3.11), is unchanged by the gauge W 
- W + (II + 1j¢3, whereas A_ - A_ - 3IJ.(II - 3cf>J}.a lj/aqA, 
wherep and Ij are .func~ions of .qc 0111y. However,. 11._ 
=.NAP~ +y =JNAKAJBp B 

- N;'JAKiJpB)/T +y=NAKA(cf>/T) 
-NAJA(KBPB/T) +y- KN;.KA/T. Therefore, we see that 
we could choose Ij so as to eliminate the NAKAcf>/T 
term. (A portion of this freedom was utilized in Ref. 7.) 
By looking at the equations for C(I) ancJ C(2), we see 
that, of the quantities N}., y, only NAJA appears in C(2)_ 
and only that for constant IJ.-which tells us why it can
not be gauged away. Then in C(I), which is rather com
plicated, our regauging argument tells us that y has 
geometrical significance only when IJ. = 0, in which case 
we have 

CO) - cf>7r2NAJAJBaBW + (JBpA + cf>EBA) aa. N;. +JA~J' L qB aqA 

forlJ.=O. (3.17) 

(We will see, w)1en dis~ussing Case I hyperheavenly 
metrics, that JA oy/oqA plays a large role in distin
guishing the two cases.) 

4. TRANSITION TO cp = 1 

In Ref. 7 the solution of Einstein's vacuum equation 
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is divided into two cases: I and II. Their Case I has the 
conformal function cf> = 1. The structure in this work 
has been set up with the idea of making the transition be
tween the two as easy as possible. Since, in the pre
vious section, J A has been an arbitrary constant spinor, 
we may pass to the limit in which it vanishes. We will 
see that it is necessary to regauge slightly the canonical 
function W in order to keep all quantities finite, but it 
is a very straight forward process. It is worthwhile, 
first, to point out the geometrical distinction between 
the two cases. 7 The expansion form e distinguishes the 
two cases. The vanishing of e determines that the 
totally null surfaces in our space are plane, as well as 
geodesic, of course. Using Eq. (2.2), we easily cal
culate that 

so that it becomes quite clear that one gets to these very 
special spaces, where there is a congruence of totally 
null (geodesic) plane surfaces, by allowing cf> to become 
constant. 

In particular, then, we want to allow J;.. to vanish, 
and K - 1. In order to do this we allow 

(4.2) 

Not~ that as J;. goes to zero, so do K A, IJ., and if! 
= KAp;., so that T vanishes quadratically, and the above 
additional term, which diverges, has been chosen so 
that the new potential e and all metric quantities will 
be well-behaved in this limit. It would have been pos
sible, of course, to have used e as a generating poten
tial in all of our equations, from the start. We have 
chosen Wand e, however, because they give the sim
plest form to QAB (the metric) and to A_ for Cases II 
and I, respectively, while one easily goes between them 
via Eq. (4.2). Reevaluating, then, all relevant quanti
ties in terms of e instead of W, we may easily make 
the transition to Case I, where we give names to cer
tain limits: 

( -g)=FA= lim (IJ.KA), 
-f J'-O T 

C 

t(-df, 1\ = UAB = lim (KAi». 
-1, fig) J'-O T 

C 

With JA=O, then we obtain 

A B=._ aBe_PAPCUC(AFB), 

Q;'B =. _ aAaBe _ FAUBCpc, 

A+ = 0, Ao = 2FAp A, 

•• oFc • 
+tpApBU;'B --. =NApA +y. 

aqC 

(4.3) 

(4.4) 

All of the connection and curvature quantities are easily 
calculated from their earlier expression: 

1 B (B 1 B OF
C

) r 11 =0, r 12 =2F dqB, r 22 = N +2P --. dqB, 
oqc 
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r AB::= (oAo Boce) dqc + tFcA dq B), 

C(5) ::=C(4) :=C(3) :=0, C(2) =_ oF~ , 
OqA 

c(l) ::=2(F;" - ~)(NA + ~PA OF!), 
oqA oq 

C ABcD = 0 ;'0EOCO he. (4.5) 

It is worth pointing out two special facts about the 
gauge group in this case. Since we have let J;. vanish, 
there is no longer any constraint on the group discussed 
in Sec. 2, to maintain JA. constant. Much more freedom 
is allowed than previously: the entire GL(2, C) group, 
but with p = 1. By using the limiting value of Eq. (2. 22), 
we find that such a form- invariant. transformation gen
erates a new connection spinor F,R such that 

(4.6) 

There is clearly considerable freedom to regauge F'R, 
in this way. One may, for example, choose f' =g', 
which would make the form of UAB much simpler. 

There is, also, another way to simplify the equations 
in this cas e; if 

(4.7) 

where L ADG is totally symmetric, then the form of QAB 
is changed, but the role of FA is not altered in the con
nections and conformal curvature. Therefore, one may 
use L Anc to "simplify" the form of QAB or, more im-
po rtantly , of A_. One can also use this freedom to 
"explain" the occurrence of the somewhat unnatural
looking UAE in this expression. That is, it jus t corre
sponds to a particular choice of L ABC generated by the 
convenient form we had found for the more general form 
of the metric, with conformal factor. By insisting on 
not qaving terms in A_ which are other than first order 
in FA (or zeroth order), we find that a very useful choice 
for LAne exists: 

Liii=-t(g-f2/g), L 222 =-t(f-,il/f), 

LHi=o=Lm, 
(4.8) 

which generates a choice made in Ref. 7 and has the 
effect of causing 

QAB __ oAaBe' +.!(gy+fX , gx +iY) (4.9) 
- 2 gx+fy, gy +fx ' 

and making minor changes in A_ which will not be given 
here explicitly, but are easily performed via Eq. 
(4.7). 

5. CONCLUSIONS 

Our results may be summarized by pointing out that 
we have shown that Einstein's vacuum equations split 
into three triples and a singlet which, when in the 
presence of the minimum possible amount of algebraic 
degeneracy for a complex V4 , are amenable to recon
struction in the form aAaliA", =0, a = +, 0, -, intro
ducing three spinors and three scalars (along with the 
cosmological constant as a scalar, from the tenth equa
tion) as constants of integration-that is, functions of 
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qc only. We have utilized a group of coordinate and 
tetrad transformations which leave form- invariant the 
tetrad, and thereby the metriC, which has the interpre
tation of a reparametrization of the surfaces in the con
gruence of totally null surfaces which the space possess
es by virtue of the (minimal) algebraic degeneracy of its 
conformal curvature tensor. This group is originally an 
inhomogeneous version of GL(2, C) times a simple repre
sentation of SL(2, C) generated by the inhomogeneities 
where, of course, 61(2, C) acts on the dotted indices 
and SL(2, C) on the undotted ones. During the derivation 
of the general solution it was deemed desirable to re
strict somewhat the available gr;oup parameters by re
straining ¢ to be a function of J)A only. However, we 
point out that, once the solution is found, we may al
ways retrieve the more general situation by the action 
of the group once again. 

We have also shown how to generate both cases of Ref. 
7 from a uniform formalism, and how to incorporate a 
nonzero cosmological constant into the equations. It is 
to be hoped that this is only a start toward a complete 
investigation of many of the properties of these spaces, 
whose real cross sections certainly include most of the 
solutions currently known. Work is progressing on study 
of the Killing spinors which they possess, as well as 
other properties. 

APPENDIX A 

We want here to outline, in somewhat more detail, 
the calculations leading to the derivation of the form of 
the hyperheavenly equation given in Eqs. (3.14) and 
(3.15). We first note a few lemmas which are easily 
proven or well known, but perhaps unfamiliar in spinor 
language. First, if X ABC ''' D is a spinor such that 
OAXABC'''D=O, then there exists, locally, yB"'D such 
that X AB '" D = aAyB ... D. Secondly, if XA '''D is totally 
symmetric, iteration of the argument gives (see also 
Sec. 3 of Ref. 4) a scalar H such that X A '''D 

= OA ••• aDH. Third, any quantity, say Z, can be written 
in the form Z = 0 ABA, where BA is not uniquely deter
mined by this requirement. We also note that the equa
tion 0AOBLC"'D=O implies the existence of M BC "' D and 
N C"' D ' functions of qE only, such that L C ... D 

=pBMBC'''D+Nc'''D, i.e., it must, of course, just be 
linear in pB. We need a final statement about the 
equation 

(A1) 

As may be checked by insertion, the solution is given by 

• • rpt-" 
XA=aAA-T(n_l) 

(A2) 

where 17"* 1,2. 

From Eq. (3.4), we easily infer the existence of a 
scalar C .such that anrp-3QH=;oAC. Now we pick some 
spinorA~ suc.h ~hat C=tonAB, ,from which we have that 
oli(i/2-3QAB_ aAAB)=O. Since QAB is symmetric and 
o liali '=' 0\ .this i.s pore conveniently written as 
o E(rp-3QAB - o(AA B») = 0. Since the quanti~y. in p~r!lntheses 
is :;>Yl11metric, we easily hav~ that rp-3QAB _ a(A A B) 
= OAOBH, but by regauging A B - A B + aBH, not changing 
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the equation defining A iJ, we see that there is always an 
A A such that QAll = cp3 0(AA iIJ_Eq. (3.5). Therefore, the 
second triple of equations is 

O C •• .!.A,2 ~ • ~cQ" A,~ 'A,-2 "". A, = 12AB=- 2'/' U(AU BlC- ,/,U(A'/' 1]Bl,/, 

_ .!.A,4 ~CA,-2~ 'Q' • 
- - 2'/' U '/' U(A B)C 

= t</>4(il.AoC</>od0c) + oBoC</>o(AA C) + 2JCAoCOBlAc) 

=tcp4(OAOiloCcpAc + OiloCJ[AACl + oAoCJ[BA(1) 

= tcp4 0 AOil</>-l oCcp2A c, 

where some simple steps have been omitted. Therefore, 
we have . . 

cp-l occp2A C =N;.pA +~. (A3) 

Using Eq. (A2) for n = - 1, we acquire the result 

A c= </>-2 0CW + (HBpB + ~ - cpHBK iI/3T)Kc/2r. 

However, if, as pointed out in Eqs. (3.9), we first re
gauge the right-hand side of Eq. (A3), we clearly get 
just Eq. (3.10), from which Eq. (3.11) follows 
directly. 

We must now rearrange the third triple, which is the 
most complicated tal"k so far .•. Using the constancy of 
JA, which implies tfccp = cp2QCDJ D, and Eq. (2. ISb) gives 

C •. A,5". A,-3""CQ' • + A,3QCDJ' o'Q' • A,""'Q" JC 22AB=- '/' V(A'/' (] B)C '/' D C AB- ,/,(](A BIC . 

The last two terms can be manipulated to give 

A,3(Q' • oCQ' • + Q' • oCQ' .) JD A,3JCoQ' ·/oqAl '/' C[A D1B C[B DJA - '/' C(B 

= cpJ<laRQiJlR - cp3JCOQAil/oqC, 

which implies 

C22AB = - </>6 0(A[ </>-4 0 CQ ill C - 2JcoAB/oi] 

= - cp6 0(;,XBl · (A4) 

The spinor Xii is d~fined by this equation only to with
in a linear term in pA, so we may take 

X B = </>-2QCDo DQiJC + </>-2 oQilc/oq C - JCaAB/OqC 

(A5) 

where a will be determined conveniently later. We 
define the first term on the right-hand side of this 
equation to be Z il and return to it shortly. Using Eq. 
(3.5) the rest of the terms on the right-hand side, ex
cluding O'PiJ, can be written as 

- </>o(iloAc/oqc- JCoAB/oqC 

=- o ilCPoAc/oqc + cpo[soAcjoqc, 

- J[coAil/oqc 

= - oB</>oA;joqc + ~o(cpocA C + 2JcA C)/oqB 

=OB(- cpoAc/oqc)- (KApAojJ./oqE)/r, 

where the last equality requires the usE> of Eq. (3.7) 
regauged by Eq. (3.9), i.e., cp:l oc cp2A c=2jJ.IjJ/r. The 
trick is now to choose 0'=- (KAojJ./oq.A)/2r, so that the 
entire expression becomes a gradient; that is, with this 
choice of a, all terms on the right-hand side of Eq. 
(A4) ~xcept the first take the form oiJ[- CPaAc/oqc 
+ (zf;pc ojJ./oqc)/2r + 1)cp C]. 

Now the other term, named Z iI= 0ilA- Qscoscp-2QCS, 
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where A is the function defined by Eq. (2.11). For the 
last term in.Z iI, thep., we calculate 0 Acp-2QBA 
=2cp-3JAJiloBW+jJ.KA/r, and rewrite QiJc in the conven
ient form 

CP-3Qilc=- cp-l 0BOC</>-IW + 2cp-4JBJcW + jJ.KBKc/r2 . 

It is then easy to show that 

- QBCOscp-2QCS = oli(CP-1JAoAW)2 + jJ.OB(</>4Kcoccp-3W)/r, 

from which the first form of A_ in Eq. (3.14) follows if 
we insert our expression for AB and collect terms. 

APPENDIX B 

In order to include a nonzero cosmological constant, 
we must solve 

(Bl) 

from Eq. (3.4) .. Using Eq. (A2) for n = 5, we easily 

find that 0 ACP-3QAil = 0 AA - (ACP-4K A)/2r, from which we 
obtain 

(B2) 

with A A independent of A, so that the solution to the 
second triple, in terms of A.A, is just as before. How
ever, .Qote that this is not actually the most general form 
for QAB which satisfies Eq. (Bl), however, but rather 

QA8=</>30(AA BI + A/r
2 

60' - 4{3 +y 

[O'KAKB +2~K(AJBl +yfJAJBJ. (B3) 

where a, {3, and yare arbitrary func tions of q c such 
that 60' - 4{3 + y does not vanish. The choice given above 
is just {3=O=y and is the simplest choice. However, 
for purposes of making the transition to the case cp = 1, 
other choices such as 0'= {3 = 0 are best. We continue 
now, in the general case with just Eq. (B2). Then, not
ing that A is, of course, a constant, we proceed to in
tegrate the third triple. The quantity XiJ in Eq. (A4) has 
exactly the same form as before, but now the QAB within 
it contains A terms. We easily follow through the same 
derivation as in Appendix A, with the result that we 
must add a single additional (A-dependent) term to A_; 
i. e., to the hyperheavenly equation 

A.(with A) =A.(without A) +tAcp30"cp-4a"w. (B4) 

If, on the other hand we want to "add" A to the solution 
with </> = 1, we take Eq. (B3) with 0'= {3=0 and let J A 
vanish, along with all the other concommitant quantities 
which must vanish. Then a convenient regauging is per
formed, and we obtain the appropriate formulas for 
Case I (</>=1): 

QAB __ oAoBe + ~ P(ApBl + tApApil , (B5) 

A_ - ~(oAoBe)(o AOBe) + oAoe/oqA + pAo Ae - ~ pApBoAo Be 

+-A-(FApA )2 +tpApBOp B/oqA - A(pAa Ae - e), (B6) 

where, in the language of Sec. 4, another choice of 
LABc has been made relative to the form of A_ derived 
there which, although it has the disadvantage of generat-
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ing quadratic terms in FA, has the advantages that (1) it 
makes the additional A-dependent terms take on their 
simplest possible form ang ,(2) it does not need any 
ad hoc spinors, such as U AB

, for its description. 
Another way of looking at this last comment is just that 
this, in Case I, is the "natural" gauge for FA, from 
which all the others may be generated by an (arbitrary) 
assumption of a particular form fOF.LHc. Starting from 
th~,form given in Eqs. (4.4) for QAB and A" in terms of 
UAB

, we may think of having gotten there from this 
natural gauge by a spinor LA~C [see Eq. (4.7)] of the 
form 

L "· 1.f2/ L'" 1 f 111=- 2 g, 112="6, 

V" -.!.-g L'" - 1.g 2!f 122-0" 222-- 2 • 

*Work supported in part by the Fomento Educacional, A. C. , 
Mexico 5, D. F., Mexico, and by the Centro de Investigacion 
y de Estudios Avanzados del Instituto Politecnico Nacional, 
Mexico 14, D. F., Mexico. 

tOn leave of absence from the University of Warsaw, Warsaw, 
Poland. 

lR. Penrose, First Award Gravity Foundation Essay, "The 
Non-linear Graviton" (1975); E. T. Newman, Tel Aviv GR7 
Lecture (1974) and a lecture at the Enrico Fermi Summer 
School of Varenna, 1975. 

2J. F. Plebanski, J. Math. Phys. 16, 2395 (1975). 

2214 J. Math. Phys .• Vol. 17. No. 12. December 1976 

3J. F. Plebanski and S. Hacyan, J. Math. Phys. 16, 2403 
(1975). 

4J.D. Finley, IIIandJ.F. Plebanski, J. Math. Phys. 17, 585 
(1976). 

5S. Hacyan and J. F. Plebanski, submitted to J. Math. Phys. 
6C.P. Boyer andJ.F. Plebanski, submittedtoJ. Math. Phys. 
7J.F. Plebanski and 1. Robinson, Phys. Rev. Lett. 37,493 
(1976). A detailed discussion is in the Proceedings of the 
Symposium on Asymptotic Structure of Space Time, Univer
sity of Cincinnati, Ohio, June, 1976, to be published by 
Plenum Press. 

BE. J. Flaherty, "Complex Strings and Asymptotic Twistors," 
in the Proceedings of the International Symposium on Math
ematical PhYSiCS, Mexico City, January 1976, p. 713. 

9G. C. Debney, R. P. Kerr, and A. Schild, J. Math. Phys. 
10, 1842 (1969), or J. F. Plebanski, "Spinors, Tetrads and 
Forms," unpublished monograph from Centro de lEA del 
lPN, Mexico 14, D. F. 

lOFor more on the helicity structure of the representation of 
the Lorentz group and its relevance to the structure of the 
Riemann tensor see, e.g., R. Debever, Acad. Roy. Belg. 
Cl. Sci. Bull. Ser. 5, 60, 998 (1974). 

USee also A. Garcia, J.F. Plebanski, and 1. Robinson, pre
print, on the addition of A to hyperheavens. 

12 For a more rigorous point of view, see E. J. Flaherty, 
Hermitian and Kahlerian Geometry in Relativity (Springer
Verlag, Berlin, 1976). The spaces considered here are (re
lated to) complex extensions of what he calls 1GSF space
times on pp. 206ff. 

13J. F. Plebanski and A. Schild, to be published in Nuovo 
Cimento. 

J.D. Finley. III and J.F. Pleban'ski 2214 



                                                                                                                                    

Lie series and invariant functions for analytic symplectic 
maps* 

Alex J. Dragt and John M. Finnt 

Center for Theoretical Physics, Department of Physics and Astronomy, University of Maryland, College 
Park, Maryland 20742 
(Received 3 March 1976) 

Symplectic maps (canonical transformations) are treated from the Lie algebraic point of view using Lie 
series and Lie algebraic techniques. It is shown that under very general conditions an analytic symplectic 
map can be written as a product of Lie transformations. Under certain conditions this product of Lie 
transformations can be combined to form a single Lie transformation by means of the 
Campbell-Baker-Hausdorff theorem. This result leads to invariant functions and generalizes to several 
variables a classic result of Birkhoff for the case of two variables. It also provides a new approach since the 
connection between symplectic maps, Lie algebras, invariant functions, and Birkhotrs work has not been 
previously recognized and exploited. It is expected that the results obtained will be applicable to the normal 
form problem in Hamiltonian mechanics, the use of the Poincare section map in stability analysis, and the 
behavior of magnetic field lines in a toroidal plasma device. 

1. INTRODUCTION AND NOTATION 

The purpose of this paper is to discuss canonical 
transformations from the Lie algebraic point of view 
using Lie series and Lie algebraic techniques, The 
study of canonical transformations or maps is impor
tant for several reasons: As is well known, canonical 
transformations preserve Hamilton's equations of mo
tion. 1-3 In this context, they can be used systematically 
to bring a Hamiltonian to a simpler form from which 
the solutions to the equations of motion can be more 
easily discovered. 4-6 Secondly, the canonical coordi
nates p(t), q(t) at time t for any Hamiltonian system are 
related to their values Po, q 0 at time t = to by a canonical 
transformation, 1-3 In addition, the Poincare section 
map used to investigate stability behavior is canoni-
cal. 7,3 Finally, the behavior of magnetic field lines in 
a toroidal plasma device can be characterized by a 
canonical map, 9 We expect that our results will have 
application to all these areas. 

The most commonly used method of describing 
canonical transformations is by means of transforma
tion functions of mixed variables. 1-3 As has been dis
cussed by Deprit and others, this method has certain 
drawbacks which can be overcome by the use of Lie 
series. 10-12 In this paper we will employ a variant of 
the Lie series approach. 

The remainder of this section and Theorem 1 of the 
next section are devoted to a review of well-known 
material concerning Lie series and to a development 
of notation. 3,5,10-12 Our purpose is to make the material 
of this paper relatively self-contained. 

We shall be working with a phase space consisting of 
the 2n variables (q1 ' , 'qn, P1 •• 0 Pn). The Lie product of 
any two functions f and g of the phase space variables 
will be defined by the Poisson bracket operation, 

(1. 1) 

The set of all functions defined on phase space has an 
obvious linear vector space structure since it is closed 
under addition and scalar multiplication. Also the 
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"multiplication" rule (1. 1) satisfies all the require
ments for a Lie product including the Jacobi condition 

[j, [g,hn + (g, [h,fJ] + (h, [j,gJ] = O. (1. 2) 

Consequently, functions on phase space may be viewed 
as elements in a Lie algebra. We remind the reader 
that the equations of motion generated by a Hamiltonian 
H can themselves be written in terms of Lie products, 

qj=[qt,H], Pt=[Pi,H]. (1.3) 

A canonical transformation to new variables Q(q,p), 
P(q,p) is defined to be any transformation satisfying 

[Qi' Qj) = [qi' qj) = 0, 

[p;, Pj] = [Pi,Pj] = 0, (1. 4) 

That is, canonical transformations are those transfor
mations which preserve the Lie algebraic structure. 

At this point it is notationally convenient to collect 
the two sets of n variables q, P into a combined set of 
2n variables zl ••• z2n by the rule 

(1. 5) 

In terms of the z's the fundamental Poisson bracket 
rules (1. 4) become 

(1. 6) 

where J denotes the antisymmetric 2n x 2n matrix 

(1. 7) 

H ere each entry in J is an n x n block. We note that J 
has the properties 

J=-J, 

.fl = - I, (1. 8) 

detJ=I. 

The general Lie product (1. 1) is given in terms of the 
z's by the relation 
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(1. 9) 

Suppose we introduce new variables z(z) and require 
that the transformation be canonical. Combining (1. 4) 
and (1. 9) we find 

JIJ=[Z!'ZJ]=~(~) Jk/(~)' (1.10) 

Let M be the Jacobian matrix for the transformation 
going from z to Z, 

(1.11) 

Employing M, we find that (1. 10) can be written in the 
compact form 

MJM=J. (1. 12) 

This is just the condition that the matrix M must satisfy 
in order to belong to the symplectic group in 2n dimen
sions. We conclude that the necessary and sufficient 
condition for a transformation to be canonical is that its 
Jacobian matrix be symplectic. 8,12,13 For this reason 
a canonical transformation is often called a symplectic 
map. 

In this paper we will study analytic symplectic maps. 
They are canonical transformations given by convergent 
power series. We write these power series as 

(1. 13) 

Here 0' denotes a collection of exponents (0'1' 0 °0'2n) and 

(1. 14) 

Note that in the sum (1. 13) we have purposely excluded 
constant terms by requiring 10' I> O. We do this to 
eliminate a possible nuisance later on and because we 
are not interested in transformations which simply 
translate the origin in phase space. 

More specifically, our purpose is to study the rela
tion between transformations of the .form (1. 13) and Lie 
series. Lie series and Lie transformations will be 
defined in the next section. There we will also see that 
under certain conditions the transformation (1. 13) can 
be written as a product of Lie transformations. In Sec. 
3 we will apply our results to several symplectic maps 
studied previously by other authors. Section 4 is de
voted to the development and application of various Lie 
algebraic tools including the Campbell-Baker
Hausdorff formula. In Sec. 5 we apply the Campbell
Baker-Hausdorff formula to produce invariant functions 
for the map (1.13). An invariant function is a functionf 
with the property f(Z) =f(z). The existence and form of 
an invariant function enables one to study the effect of 
applying the map (1. 13) many times in succession. We 
will learn that the determination of invariant functions 
is closely related to the determination of integrals of 
motion in Hamiltonian mechanics. In particular, invari
ant functions tell us a great deal about the underlying 
map just as integrals of motion characterize trajec
tories in mechanics. Our results are summarized in a 
final section. 
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2. LIE SERIES AND TRANSFORMATIONS 

For the remainder of this paper we adopt the nota
tional convention that lower case letters f, g, etc., de
note functions and capital letters F, G, etc., denote 
operators. 

Letf be a specified function on phase space, and let 
e be any function. We associate withf the linear differ
ential operator F by the rule 

Fe = [j, e]. (2.1) 

For example, iff=zt, then F=a/azn+1• We shall call 
F the Lie operator associated with f. 

In general, Lie operators do not commute. Let F 
and G be the Lie operators associated with the functions 
f and g. We will denote their commutator by {F, G}, 

{F, G}=FG - GF. (2.2) 

Suppose h is the function defined by 

h=[j,g]. 

We find, using the Jacobi relation (1. 2), 

{F, G}e = [j, [g, e]] - [g, [f, e]] 

= [[j,g],e]=He, 

(2.3) 

(2.4) 

where H is the Lie operator associated with h. Since e 
is any arbitrary function we may rewrite (2.4) as 

H={F, G}. (2.5) 

Comparing (2.5) and (2.3), we see that Lie operators 
form a Lie algebra under commutation which is homo
morphic to the Poisson bracket Lie algebra of the under
lying functions. 14 In particular, we are guaranteed that 
the commutator of two Lie operators is again a Lie 
operator. This fact will be important in Secs. 4 and 5. 

We next consider infinite operator power series, 
called Lie series, of the form bil anFn with the conven
tion F O =1. Of particular interest is the exponential 
series exp(F) defined as expected by 

~ 

exp(F) =6- Fn/n!. 
o 

(2.6) 

We shall call exp(F) the Lie transformation associated 
withf and generated by F. 

Lie transformations have two remarkable properties: 
Suppose d and e are any two functions. Then we find lO 

exp(F) (de) = (exp(F) d) (exp(F) e) (2.7) 

and 

exp(F) [d, e] = [exp(F) d, exp(F) e]. (2.8) 

These results follow from the properties of the exponen
tial series and the relations 

F(de) = (Fd) e + d(Fe), 

F[d, e] = [Fd, e] + [d, Fe]. 

(2.9) 

(2.10) 

That is, F is a derivation with respect to both ordinary 
and Poisson bracket multiplication. 15 

We are ready to explore the relation between symplec
tic maps and Lie transformations. The first result is 
immediate: 
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Theorem 1: If exp(F) is the Lie transformation as
sociated with the analytic functionf, then the infinite 
series given by 

ZI = exp(F) Zi (2.11) 

is, providing it converges, an analytic symplectic map. 

Proof: We simply use (2.8) and (2.6) to find 

[Zi> Zj] = [exp(F) Zi, exp(F)zj] 

(2.12) 

The converse result is somewhat more difficult to 
s tate and to prove. We shall firs t state the result, and 
then work up to its proof in stages. 

Theorem 2: Suppose one is given an analytic symplec
tic map in the form (1. 13). Let M(O) denote the matrix 
defined by (1.11) with all Zi =0. Assume that M(O) is 
joined to the identity matrix by a continuous one param
eter subgroup of symplectic matrices. Or equivalently, 
assume that M(O) can be written in the form 

M(O) = exp(JS), (2.13) 

where 5 is a symmetric matrix. Then there exist homo
geneous polynomials gz, g3, etc., of degree 2, 3, etc., 
and associated operators Gz, G3, etc., such that the 
map (1. 13) can be written in the infinite product form 

Zi = [exp(Gz) exp(G3) 0' 0 ] Zi' (2.14) 

The proof of this result is most easily accomplished 
by a series of lemmas. 

Lemma 1: A set of 2n functions fl •• 'fzn satisfying 

[Zi>fj] = [Zj,!i] (2.15) 

exists if and only if there is a function g such that 

fi = [g, ZI] = Gz i • (2.16) 

Proof: First suppose that eachfl is given by (2.16). 
Then we quickly verify (2.15): We find 

[zhfj] - [Zj,fi] = [Zj, [g, Zj]] - [Zj, [g, Zi]J 

=- [g, [Zj,Zj]J=- [g,Jjj]=O. 

Now suppose (2.15) is true. We introduce auxiliary 
variables z* by the rule 

(2.17) 

Because JJ = I, we can immediately write the inverse 
relation 

(2.18) 

Letf be any function, We find 

[Zi,f]=?2 (~;;) Jjk(a~) 
- 6 J (}f) -6 (jL)( azk

) - (~) 
- k Ik \az

k 
- k Ciz

k 
Cizt - Cizt 

(2.19) 

Because of this relation, the hypothesis (2.15) implies 

~ - .2t.L 
Cizt - Cizj 
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which means that L i fi dzt is an exact differential. 
Therefore the function g given by the path integral 

(2.20) 

is well defined, and satisfies [g, Zi] = - (Cig/Cizj) =fl' 
Using (2.17) we obtain the explicit formula 

(2.21) 

Lemma 2: Let gs be a homogeneous polynomial of 
degree s. That is, we have 

gs(z) = 6 b(a) ZO (2.22) 
lol:s 

for some set of coefficients. Also, let Ps denote the set 
of all homogeneous polynomials of degree s. Then, 
since the Poisson bracket operation involves multipli
cation and two differentiations, we have for any two 
homogeneous polynomials gr' gs the relation 

[g"gs]E: Pr+s_z, (2.23) 

Lemma 3: A necessary and sufficient condition for a 
symplectic matrix N to lie on a continuous one param
eter symplectic subgroup joined to the identity is that 
there exist a symmetric matrix 5 such that 

N=exp(JS). (2.24) 

Proof: Suppose N is a matrix of the form (2.24). 
Then we find by direct computation that N is symplectic, 

NJN = exp(JS) J exp(JSr = exp(JS) J exp(SJ) 

= exp(JS) J exp(- SJ) J-1J = exp(JS) exp(- JS) J = J. 

(2.25) 

A similar result holds for the matrix N(T) defined by 

N(T) = exp(TJS) (2.26) 

where T is a parameter. It follows that N lies on a con
tinuous one parameter subgroup joined to the identity. 
Now assume the converse, namely that N does lie on a 
one parameter subgroup. Without loss of generality we 
assume that the group is parameterized in such a way 
that 

N(T1 + T2 ) =N(T1)N(T2 ), 

N(O) =1, 

N(l) =N. 

(2. 27a) 

(2. 27b) 

(2. 27c) 

Now differentiate (2. 27a) with respect to T1 and then set 
Tl = 0 and T2 = T to obtain the result 

N'(T) =N'(O)N(T). (2.28a) 

This equation with the initial condition (2. 27b) has the 
unique solution 

N(T) = exp[ TN'(O)]. (2. 28b) 

Let us write N'(O) = JS where 5 is an undetermined 
matrix. Next suppose T is small. Then 

N(T) = exp(TJS) ~I + TJS. (2. 29a) 

Enforcing the symplectic condition (1. 12) gives 

(1+ TJS)J(1+ TSJ) ~J. (2. 29b) 

Consequently, equating powers of T, we have 
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JSJ + i§J =0. (2. 29c) 

Finally, use of (1. 8) implies the expected conclusion 

(2.30) 

Now set T= 1. The result is a matrix written in the 
form (2.24). 

Cautionary remarl?: Not every symplectic matrix can 
be written in the form (2.24). A counter example in the 
2 x 2 case is the matrix given by 

N = ( -0
1 = ~ ) . (2. 31) 

Lemma 4: Suppose that M(O) is joined to the identity 
by a continuous one parameter subgroup. Then there 
exists a second degree homogeneous polynomial g2 such 
that 

(expG2) Zi =6 :VliJ(O) Zj' 
j 

(2.32) 

Proof: According to Lemma 3 we may write M(O) in 
the form 

M(O) = exp(JS). (2.33) 

We define g2 by the expression 

g2 = - t 6 Sik ZiZk, (2.34) 
i. k 

and find 

G2z i = [g2' Zi] =~ (JS)ijZj' (2.35) 
J 

The desired result (2.32) follows immediately by 
exponentiation. 

Lemma 5: Let r(> 1) denote a "remainder" series 
consisting of terms higher than first degree. Then, 
under the conditions of Theorem 2, 

exp(- G2) Zi = Zi + r(> 1). (2.36) 

Proof: From (1. 13) we have 

exp(- G2) Zi = 6 aj (a) exp(- G2) za + r(> 1). 
10 1=1 

(2.37) 

Since the first term on the right is of first order, we 
can also equivalently write 

exp(- G2) Zi =6 Alij(O) exp(- G2) Zj + r(> 1), 
j 

but from (2.32) we conclude 

exp(- G2 )Zj=6 (Arl)jkZk' 
k 

Combining (2.38) and (2.39) completes the proof. 

(2.38) 

(2.39) 

Lemma 6: There exist polynomials g3, g4, etc., such 
that when exp(- G3), exp(- &4), etc., are consecutively 
applied to (2.36), the order of the remainder term can 
be made arbitrarily large. 

Proof: We shall find g3' The higher order g's are 
found in the same fashion. Let us decompose the re
mainder term r(> 1) in (2.36) into a second degree 
term fi (2;z) plus a higher order remainder r(> 2), 

(2.40) 
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Now form the Poisson bracket of (2.40) with the analo
gous expression having the index set equal to j. Using 
(1. 10), (2.8), and (2.23) we find 

Jij = [Zi +fi(2) + r(> 2), Zj + f j (2) + r(> 2)], 

or 

J ij = J ij + [zi,fj(2)] + [ti (2), Zj] + r(> 1). 

Equating like powers of z, we get 

[Zi' f j (2)] + Lri(2), zJ] = O. 

(2.41) 

(2.42) 

It follows from Lemma 1 that there is a function g3 
such that 

(2.43) 

In fact, g3 can be found explicitly from (2.21), and is 
clearly homogeneous of degree 3. Using (2.43), we 
rewrite (2.40) as 

(2.44) 

Finally, we apply exp(- G3) to both sides of (2.44). The 
result is 

exp(- G3) exp(- G2 ) Zi = Zi + r(> 2). (2.45) 

We have all the necessary machinery to complete the 
proof of Theorem 2. Comparing (2.36) and (2.45), we 
find that we have been able to raise the order of the 
remainder term by 1. As stated in the last lemma, it 
is easy to see that the process can be repeated at will. 
That is, there exist further homogeneous polynomials 
g4, /{s,'" ,/{s such that 

exp(- Gs ) • o. exp(- G3) exp(- (;2) Zi =Zi + r(> s - 1) 

(2.46) 

for any value of s. Inverting the left-hand side of (2.46), 
we obtain the result 

Zi = exp(G2) • 0 0 exp(Cs ) Zi + r(> s - 1). (2.47) 

Now let s - 00. Then, if the remainder tends to zero, 
we obtain the advertised result (2.14). Otherwise the 
result is true only formally. In the latter case the in
finite product is also divergent. 

We close this section with the remark that it is often 
more convenient to have a product representation, 
usually with different G's, in the opposite order, 

Zi = exp(C:l' '0 exp(Cf) exp(C2) Zi + r(> s - 1). (2.48) 

We will show in Sec. 4 that this is always possible pro
viding (2.47) holds, and vice versa. 

3. EXAMPLES 

In this section we will apply the results of Sec. 2 to 
some maps studied previously in the literature by other 
authors. 

The first examples are Cremona maps. They are 
symplectic maps for which the power series (1. 13) 
terminates. 16 The simplest nontrivial Cremona map 
terminates at the second power. In the easiest case of 
two dimensions, where symplectic maps are merely 
area preserving maps, a suitable linear transformation 
brings the quadratic Cremona map into the forml7 
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(3.1) 

if the matrix M(O) for the original map has the real 
distinct positive eigenvalues X and X -t. (Note that for a 
symplectic matrix M, one always has detM =: 1, and 
hence the eigenvalues must be reciprocals in the 2 x 2 
case.) If the eigenvalues are exp(± ia), i. e., if they 
lie on the unit circle, then the quadratic Cremona map 
can be brought to the formt7 - 19 

ZI = zl cosa + z2 sina + z~ cosa, 

Z2 = - zl sina + Z2 cosa - z~ sina. 
(3.2) 

There are also other possibilities for the eigenvalues of 
M(O) which are of less interest. 

Let us apply our formalism. In the case (3. 1) we 
have 

M(O) = (~ l~J =: exp eOf _ l~gX) . (3.3) 

Therefore, using (2.33) and (2.34) we find 

g2 = - (logX) z1Z2' (3.4) 

Correspondingly, we have for G2 the expression 

G2 = (logX) (ZI a~1 - z2 a!2) . (3.5) 

Next we compute the li(2;z) following (2.40). We find 

exp(- G2) ZI = exp(- G2) {X[ZI + (ZI - Z2)2]) 

=Xexp(- G2)ZI +X[exp(- G2)Zt - exp(- G2)Z2]2 

=zl +X[X-tZt - XZ2F. 

Thus, we get for It(2;z) the expression 

It (2 ;z) = X -lzi - 2X ZtZ2 + X 3z~. 

Similarly, we find for 12(2;z) the result 

(2(2;z) =X-3 zi - 2X-1 z1Z2+ Xz~. 

(3.6) 

(3.7) 

(3.8) 

We are ready to apply (2.21) to find g3' The line 
integral is most easily evaluated along the path zi = TZ i 
with the parameter T ranging from zero to one. If the 
Ii are homogeneous polynomials, the integral can be 
evaluated immediately in the general case to give 

(3.9) 

In particular, for g3 we find the result 

g3(Z) = (X-1 zl - Xz2)3/3. (3.10) 

It follows that 

G3 = (X-
1
z1 - XZ2)2 (X-1 a!2 + X a!l) . (3.11) 

We must now continue on to compute the higher order 
remainder terms following (2,45). The calculation is 
simplified by the observation that 

G~Zi = 0 

and hence 

exp(- G3) zl = zl - X(X -1 ZI - XZ2f, 

exp(- (,.3)Z2 =Z2 - X-l(X-l z1 _ XZ2)2. 
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(3.12) 

(3. 13a) 

(3. 13b) 

Also, we have 

G3(X -IZ1 - XZ2)2 = 0 (3.14) 

and hence 

exp(- G3)(X-lz1 - Xz2)2 = (X-1z1 - XZ2)2. (3,15) 

We are ready. We find, using (3.6), (3.13), and (3.15) 
the result 

exp(- G3) exp(- G2) zl = exp(- G3)[ZI + X(X-1z1 - Xz2f] =zl' 

(3.16) 

That is, the remainder term vanishes! The same is 
true for Z2' Thus in this case, the higher order Lie 
operators G4, G5, etc., are all zero. We conclude that 
for the two-dimensional quadratic Cremona map in the 
case (3.1) we have 

exp(- G3) exp(- G2) Zi =zi, 

and hence 

(3.17) 

(3.18) 

The calculation in the case (3.2) can also be carried 
out with equal ease. The result is 

g2(Z) = - (a/2)(zi + z~), (3.19) 

G2 = - a (ZI _0_ - z2 ~) , 
aZ2 aZI 

(3.20) 

g3(Z) = - (zl sina + Z2 cosa)3/3, (3.21) 

G3 = - (ZI sina + z2 cosa)2 (sina il - cosO' ~) 
ilz2 (lzl • 

The higher order Lie operators again vanish, and 
Eq. (3.18) is exact. 

(3.22) 

Another symplectic map which has received consid
erable study is the ninth order Cremona map in two 
dimensions given implicitly by the relations20,21 

ZI=ZI+ aZ2- azL Z2=Z2- azl+ azl 
and explicitly by 

ZI =zl +az2 - az?, 

Z2 = Z2 - a(zl + aZ2 - az~) + a(zl + aZ2 - az~)3. 

(3.23) 

(3.24) 

Here a is a parameter. Due to algebraic complications, 
we have not attempted to express this map in the form 
(2.14) although we have verified that M(O) does lie on a 
continuous one parameter subgroup connected to the 
identity providing a is small enough. This task seems 
better suited to digital computers programmed to per
form algebraic operations. However, we have dis
covered that the map can be written in the form 

with 

12 = - (a/2) zL f4 = (a/4) z~, 

g2 = - (a/2) zi, g4 = (a/4) z~. 

(3.25) 

(3.26) 

We will see in the next section that, should it be desira
ble, there are standard Lie algebraic manipulations 
which can be used to bring (3.25) into the form (2.14). 
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As mentioned by Moser, 22 two-dimensional Cremona 
mappings can be expressed as repeated products of lin
ear transformations and shear mappings of the form 

(3.27) 

The shear mapping (3.27) can be expressed as a Lie 
series exp(F), where F is the Lie operator associated 
with the functionf given by 

/(ZI, Z2) == - F2 h(z') dz'. (3.28) 

Also, linear maps connected to the identity can be ex
pressed as Lie transformations as seen earlier. It fol
lows that quite generally Cremona maps can be ex
pressed as products of Lie series. This factorization 
may be distinct from that of (2.14) since the functions 
given by (3.28) need not be homogeneous polynomials. 

In addition, some area preserving maps which are 
more general than Cremona maps can be factored in a 
similar way. For example, the mapping T given by23 

(3.29) 

can be expressed as a product of two shear mappings. 
We have 

T==/U, (3.30) 

where f<. and 5 denote the mappings 

(3.31) 

(3.32) 

The mapping T therefore has the representation 

2i == exp(F) exp(G) Zi, (3.33) 

where F and e are the Lie operators corresponding to 
the functionsf and g given by 

(ZI' Z2) == E cosz1, g(zl, Z2) == - zV2. (3.34) 

Similar results hold for the mapping 

(3. 35) 

studied by Froeschle. 18 It can be written in the product 
form Sf< provided the roles of zl and Z2 are 
interchanged. 

Finally, we close this section with a brief study of 
the four-dimensional map given by24 

21 == zl + al sin(zl + Z3) + b sin(zl + Z2 + 23 + Z4), 

22 = Z2 + a2 sin(z2 + 24) + b sin(21 + Z2 + 23 + 24), 

23=ZI +23, 

24=22 +24· 

(3.36) 

A routine calculation shows that M(z) given by (1. 11) 
is indeed a symplectic matrix so that (3.36) is a 
symplectic map. In particular, M(O) is given by the 
matrix 
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b 

(1 + a2 + b) 

o 
1 

(al + b) 

b 

1 

o 
(3.37) 

We next inquire whether M(O) lies on a continuous one 
parameter subgroup connected to the identity. We have 
not been able to treat the general case. However, we 
have been able to verify this condition if ai' a2, and b 
are sufficiently small. Details are given in Appendix A. 
Therefore Theorem 2 applies, and with sufficient effort 
the polynomials g2, g3, etc., can be computed. 

4. LIE ALGEBRAIC TOOLS 

The content of Theorem 2 is that under rather gen
eral conditions a symplectic map can be written as a 
product of Lie transformations. Earlier, from Eqs. 
(2.2)-(2.5), we found that the Lie operators which 
generate Lie transformations also form a Lie algebra 
under commutation. The purpose of this section is to 
review some Lie algebraic tools which will enable us 
to manipulate the various Lie operators appearing in 
products of Lie transformations. 

We begin by introducing yet another Lie algebra, the 
adioint Lie algebra. 14 Let F be a given Lie operator 
and E an arbitrary Lie operator. We associate with F 
an operator i (which acts on Lie operators) by the rule 

iE={F,E}. (4.1) 

Here, as before, {, } denotes commutation. Next, let 
F and G be any two Lie operators. We define a Lie 
operator H by the rule 

Then we find 

{i, C} E = (iC - ei) E 

= {F, {G, E}}- {G, {F, En 

= {{F, G}, E} =HE. 

Here we have used the Jacobi identity 

{E, {F, en + {F, {e, En + {e, {E, F}} = 0 

(4.2) 

(4.3) 

(4.4) 

which always holds for commutators. Since E is arbi
trary, we may rewrite (4.3) as 

(4.5) 

Comparison of (4.5) and (4.2) shows that the adjoint 
Lie algebra is homomorphic to the parent Lie algebra 
of Lie operators. 

Our discussion should have a familiar ring. It paral
lels, in fact, the discussion surrounding Eqs. (2.1)
(2.5). Reviewing these equations, we see that the com
mutator Lie algebra of Lie operators is actually the 
adjoint Lie algebra of the underlying Poisson bracket 
Lie algebra. And, consequently, the "adjoint" we have 
been discussing is really the "adjoint-adjoint" of the 
basic Poisson bracket Lie algebra. 
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We now have the necessary notation to state the 
simplest theorem about the rearrangement of Lie 
transfor mations, 

Theorem 3: Let A and B be Lie operators. Then 

[exp(A)] B[exp(- A)] = (expA) B (4.6) 

and 

exp(A) exp(B) exp(-A) = exp[(expA) B]. (4.7) 

Proof: Let T be a parameter, and define C(T) by the 
equation 

C(T) = [exp(T A)] B[exp(- TA)]. 

Then we have the relation 

C(O) = B. 

Further, we find by differentiation 

dC ~ 
- =AC-CA=AC. 
dT 

(4.8) 

(4.9) 

(4.10) 

The solution to this differential equation with the bound
ary condition (4.9) is 

C(T) = exp(TA) B. (4.11) 

Now set T=1 to obtain (4.6). We next observe that for 
any two operators Band C we have 

A(BC) ={A, BC}={A, B}C +B{A, C}= (AB)C + BAC. 

(4.12) 

It follows that A acts as a derivation on products, and in 
analogy to (2.7) and (2.9) we obtain 

(expA)(BC) = «expA) B)«expA) C). (4.13) 

This result is consistent with (4.6) and the observation 
that 

[exp(A)](BC)[exp(- A)] 

= [exp(A)] B[exp(- A)][exp(A)] C[exp(- A)]. (4.14) 

We conclude that 

[exp(A)] Bn[exp(- A)] = [(expA) B] n (4.15) 

for any power n. The desired result (4.7) now follows 
directly term by term. 

As an application of Theorem 3, let us consider the 
product exp(G2) exp(G3) which occurs in Eq. (3.18). We 
have 

exp(G2) exp(G3) = exp(G2) exp(G3 ) exp(- G2) exp(G2) 

= exp[(expG2) G3 ] exp(G2)· 

Let us define G~ by the expression 

G~ = (expG2) G3• 

(4.16) 

(4.17) 

Is there a polynomial g3 which has G3 as its associated 
Lie operator? We know there must be from the re
marks following Eq. (2.5). Using the homomorphisms 
between the Lie algebras involved, we obtain 

(4.18) 

Consequently, for the first example of Sec. 3 we cal
culate that 
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g5 = (Zl - zz)3/3 

and hence 

G5 = (zl - Z2)2 (0:2 + 0:1) • 

We have shown that 

exp(G2) exp(Gs) = exp(G3) exp(G2) 

with G3 given by (4.20). 

(4.19) 

(4.20) 

(4.21) 

We are now ready to move on to a far deeper result 
generally known as the Campbell-Baker-Hausdorff 
(CBH) formula. In its usual mathematical setting it pro
vides the connecting link between Lie algebras and Lie 
groups. 14 We will use it to reexpress the product of two 
Lie transformations as a single Lie transformation, or 
more generally as a method of combining exponents. 

Theorem 4: Let A and B be any two operators, and 
let a and {3 be parameters. Then we can formally write 

exp(aA) exp({3B) = exp(C) (4.22) 

with 

C = aA + {3B + (0' {3/2){4, B} + (az{3/12) {A, {A, BH 

+ (a{32/12) {B, {B ,A}} + .... 

(4.23) 

The series for C mayor may not converge depending 
on the properties of aA and {3B. The really remarkable 
fact is that the right-hand side of (4.23) involves only 
Lie products. Thus, all we need to evaluate (4.23) is a 
knowledge of the Lie algebra generated by A and B, and 
we are guaranteed that C is contained in this Lie alge
bra. The general form of all the coefficients in the 
series is not known. 25 However, the series can be 
formally summed to all orders in a and the first few 
orders in {3. Through first order in f3 we have 

A proof of these results and an expression for the 
quadratic term in {3 are given in Appendix B. 

(4.24) 

As a simple example of the use of the CBH formula, 
we will derive (2.48) starting from (2. 47L A more 
complicated example of its use will be given in the next 
section. Beginning with (2.47), we write 

exp(G2)'" exp(Gs ) = exp(Gz) ••• exp(G.) exp(- Gz) exp(Gz) 

= exp(G3) ... exp(G~) exp(Gz), 

(4.25) 

where 

G~ = exp(Gz) Gr. (4.26) 

Note that as in our earlier example, G; will be the Lie 
operator associated with the function g; given by 

(4.27) 

and that the degree of ~ is as indicated because of 
(2.23). Next we repeatedly use the CBH formula (4.23) 
to combine the various operators G~ to obtain an ex
pression of the form 

exp(Gs) ... exp(G~) = exp(Hs + ... + Hs + •.. ). (4.28) 
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Observe that because of (2.23), only a finite number of 
terms in the series (4.23) are required in the calcula
tion of each Hr. Again using the CBH formula, we 
may write 

exp(H3 + ' .. ) = exp(H3 + .•. ) exp(- H 3) exp(H3) 

= exp(H'; + ..• ) exp(H3). (4.29) 

This process can be repeated again and again to get 

exp(H3 + ... ) = exp(H:.j + ... ) exp(H~) •• ' exp(H3). 

(4.30) 

Combining (4.25), (4.28), and (4.29), we find 

exp(Gz)··· exp(G) Zj 

= exp(H~) ••• exp(H3) exp(G2) Zi + r(> S - 1). (4.31) 

Consequently, an expression of the form (2.47) implies 
an expression of the form (2.48). The converse can be 
proven analogously. 

5. CONSTRUCTION OF INVARIANT FUNCTIONS 

In the study of a symplectic transformation T arising 
from either a Poincare surface of section or from 
following the field lines in a toroidal plasma device, 
one is interested in studying the result of applying the 
map many times in succession. That is, we are inter
ested in studying T"z for large n. This study is simpli
fied if one can construct invariant functions f with the 
property 

fez) =f(z), (5.1) 

where 

z=Tz. (5.2) 

For if such functions can be found, one knows that the 
points generated by T"z, for various n must all lie on 
a surface of constantf. The more invariant functions 
one can find, the more one can say about the map and 
its powers. The situation is quite analogous to the role 
played by integrals of motion for Hamiltonian systems 
or magnetic surfaces in a toroidal plasma. We will see 
shortly that the analogy is more than coincidental. 

The problem of constructing invariant functions in 
the case of symplectic transformations in two variables 
was first considered in detail by Birkhoff. 26 We shall 
begin this section by proving some simple lemmas 
which will enable us to restate his result in our lan
guage. We will then show how the same results can be 
obtainedfor any number of variables from the CBH 
formula. 

Lemma 7: Consider a one parameter family of 
symplectic maps. That is, we write 

Zi (s) = gj (z, s) (5.3) 

with the understanding that the new variables z(s) are 
symplectically related to the original variables z for 
every value of the parameter s. Then there exists a 
function h, which we shall call the generating function, 
such that 

aZi (s) I [(-) -] -a- = hz, s , Zi • 
S ~ 

(5.4) 
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Proof: Since the functions gj are viewed as given, we 
have by direct calculation 

OZj(s) _ agi(z, s) 
as - os (5.5) 

Next invert the transformation (5.3) to solve for the z's 
in terms of Z's, and substitute this result into the right
hand side of (5.5) to obtain expressions of the form 

aZj(s) -f (- ) as - jZ,s. 

From Taylor's theorem we have 

Zj(s +~) =Zj(s) + Efi(Z, s) + O(E2). 

(5.6) 

(5.7) 

Take the POisson bracket of (5.7) with the analogous 
expression having the index set equal to j. The result 
is 

[Zi(S + E), Z/S + E)] = [Zi(S), Z,(s)] + d[Zj (s), fj(z, S)] 

+[ri(Z,S),z,(S)]}+O(E). (5.8) 

Using the first part of (1. 10) and equating powers of E, 

we find 

(5.9) 

Here we have written the subscript z to emphasize that 
the Poisson bracket is taken with respect to the varia
bles z. However, as is well known, the Poisson bracket 
can also be taken with respect to the variables Z. For 
let u and v be any two functions. Then by the chain rule 
and (1. 12) we have 

[u(z), v(z)]~=.0 (aOU
) J jj (aav) 

i, Zi Zi 

Thus we may also write (5.9) in the form 

[Zi' fj(z, s));. + [Zj' fi(z, s)h = D. 

(5. 10) 

(5,11) 

The existence of the advertised generating function 
h(z, s) now follows from Lemma 1. 

Lemma 8: Suppose the one parameter family in 
Lemma 7 is also a one parameter group. Without loss 
of generality, we may assume that the parameteriza
tion is selected in such a way that it satisfies 

(5.12) 

and is additive, 

Zi(S! + S2) =gi(Z(Sj), S2)' (5.13) 

Then the generating function h is independent of s. 

Proof: Partially differentiate (5.13) with respect to 
S2 and then set S2 equal to zero. The result is a relation 
of the form (5.6) with 

(5.14) 
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Note, however, that in this casefl is independent of s. 
It follows from the remainder of Lemma 7 that the 
generating function h is independent of s. 

Lemma 9: If the generating function is independent 
of s, the differential equation 

OZj(s) _ [h(-) -] as - Z, Zj (5.15) 

with the initial condition (5.12) has the unique solution 

ZI(S) = exp(sH)zj. (5.16) 

We note that apart from a sign, (5.15) is analogous to 
Hamilton's equations of motion (10 3). 

Proof: Evidently (5.12) is satisfied. Now differentiate 
(5.16) with respect to s to get 

°o~ = exp(sH)Hz j = exp(sH)[h(z), ZI] 

= [exp(sH) h(z), exp(sH) Zi]. (5.17) 

Here we have used (2.8). Also, from (2.9) and (5.16) 
it follows that 

exp(sH) ZU = z(s)u. (5.18) 

Consequently, since polynomials are dense in the set 
of functions, we must have 

exp(sH) u(z) = u(Z) (5.19) 

for any function u. Employing (5.16) and (5.19) in 
(5.17), we see that the differential equation (5.15) is 
satisfied. 

Lemma 10: The function h(z) is an invariant function 
for the transformation (5.16). 

Proof: By (5.19) we have 

h(Z) = exp(sH) h(z) = h(z) + s[h, h] + ... = h(z), (5.20) 

since all the Poisson brackets are zero. 

We are now ready to appreciate the result of Birkhoff, 
which we summarize in the next theorem. 

Theorem 5: Denote by Zi (k) the result of applying the 
transformation (1. 13) k times in succession. We also 
adopt the convention (5.12). Evidently zj(k) has an 
expansion similar to (1.13). We write 

(5.21) 

with the explicit recognition that the coefficients aj will 
depend on k. Then, in the case of two variables and 
provided the eigenvalues of 211(0) satisfy certain condi
tions, the dependence of the coefficients aj on k can be 
extended from integer values to all real values by 
analytic interpolation in such a way that the series 
(5.21) "behaves" as a one parameter group, as in 
Lemma 8, with k playing the role of a continuous 
parameter. We use the word "behaves" advisedly, be
cause the series may not be convergent for nonintegral 
k even though a; (k, a) is well defined. That is, the group 
property may hold only as a formal relation between 
power series. 

The direct verification of Birkhoff's theorem is beyond 
the purpose of this paper. However, we pOint out that 
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his theorem, with the aid of Lemmas 9 and 10, produces 
a formal power series for an invariant function h. If the 
series is convergent, it yields a true invariant function; 
otherwise the result is a series which formally satis
fies (5.20) term by term. 

We will now show that the same results can be de
rived almost immediately for the case of any number 
of variables with the aid of the CBH formula. We as
sume the conditions of Theorem 3 are satisfied, and 
begin by repeatedly applying the CBH formula to the 
terms exp(G3) exp(G4) exp(G5) ••• appearing in (2.14). In 
view of (2.23), we can combine the exponents into one 
grand exponent to find 

exp(G3) exp(G4) ... = exp(G~ + G,f + •.• ), (5.22) 

and each term G~ can be written as a sum of a finite 
number of commutators. Next we try to combine the re
sult (5.22) with exp(Gz) to find 

exp(Gz) exp(G3) exp(G4) ••• = exp(Gz) exp(G3 + G,f + ... ) 

= exp(H2 + H3 + H4 + ..• ). 

(5.23) 

This last step is somewhat more problematical since, 
because of (2.23), we must now sum infinite series in
yolving arbitrarily many commutators of Gz to find 
each of the terms H 3, H4 , •••• We will study this matter 
somewhat further in a moment. Assuming that the 
various series converge, we can formally write 

Zi = exp(H) Zi 

with 

(5.24) 

(5.25) 

Furthermore, because of the relations (2.3) and (2.5), 
we know that there must be functions hz, h3' "0 corre
sponding to the operators Hz, H 3, etc. Thus, H is a 
Lie operator corresponding to h given by 

(5.26) 

Finally, from Lemma 10 (with s = 1) we conclude that 
the function h(z) constructed in this manner will be an 
invariant function of the transformation (2.14). 

It is easy to verify that the invariant function h we 
have obtained from the CBH formula is the same as 
would be found by Birkhoff's method. Let us apply the 
transformation (5.24) twice in succession. We write 

Zi = exp(H~) Zi' 

~I = exp(H i) Zj, 

(5. 27a) 

(5. 27b) 

and use subscripts to indicate exactly which variables 
occur in the various Poisson brackets. Expanding 
(5. 27b) we can write 

Zj = exp(Hi)z; =Zi + [h (z) , z;h+··· 
=Zj + [h(Z), z;L+ 0 0 ·=Zj + [h(z), ziL+··· 
= exp(H~) Zj . (5.28) 

Here we have used (5.10) and the fact that h is an invari
ant function. Now substitute (5.28) into (5. 27a) to get 

'i; = exp(H~) exp(H~) Zi = exp(2H~) Zi. (5.29) 
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Employing the notation of Theorem 5, it is clear that 
(5.29) generalizes to 

z;(k) = exp(kH)z;. (5.30) 

Finally, (5.30) can be extended from integer values to 
all real values simply by replacing k with s to give 
(5.16). 

There is an interpretation of the result (5.30) which 
is worth emphasizing: We have already remarked that 
(5,15) is analogous to Hamilton's equations of motion. 
We now see that if Birkhoff's theorem, or equivalently 
the use of the CBH formula, is applicable, then the 
transformation (1. 13) can be viewed as the result of in
tegrating Hamilton's equations of motion for the time 
independent Hamiltonian (- h) from the initial "time" 
s = 0 to the "time" s = 1. Subsequent iterations of the 
map are obtained by integrating on to successive integer 
values. 

So far, we have not discussed the convergence of the 
various procedures we have employed. This question is 
very difficult, and much remains to be learned. A 
theorem of Moser27 can be used in the simplest case of 
two variables Zt, z2 if M(O) can be brought to the form 
(3.3). In our language, he shows in this case by indirect 
methods that if T is the symplectic transformation in 
question, then there exists another symplectic trans
formation U of the form 

U = exp(F3) exp(F4) exp(F5)··· 

such that 

U-tTU=exp(~ Q'nG2n) 

with 

(5.31) 

(5.32) 

(5.33) 

Both the infinite product (5.31) and the infinite series 
in (5.32) converge, By undoing the transformation U, 
one finds the desired result 

T =expH 

with 

ro 

H=U'6 cx nG2n U-l. 
1 

(5.34) 

(5.35) 

Thus, there are nontrivial classes of problems for 
which our methods (and also Birkhoff' s) succeed. 

By contrast, a theorem of Moser's on Cremona 
maps22 can be used to infer that the CBH series diverges 
for the example (3.2). The method of proof is again in
direct. However, direct examination of the CBH series 
shows that it repeatedly contains terms of the form 

(5.36) 

and we will see that these terms can cause problems. 

Rather than examining (5.36), it is convenient to use 
the homomorphism between Lie algebras and their ad
joints to work instead with the expression 

(5.37) 

We next observe from (2.23) that G2 maps Pn into itself, 
and hence the action of G2 on each Pn can be represented 
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by a matrix. Let Vt be a polynomial of first degree 
which is an eigenvector of G2• We write the eigenvalue 
as (- log A) so that we have 

G2Vt = (- 10gA) Vt 

and 

exp(- G2) Vt = AVt. 

Now suppose In is a polynomial of the form 

In = (Vt)"· 

Then we find 

(5,38) 

(5.39) 

(5.40) 

Here we have used (2,7). In this case we find for (5,37) 
the result 

(5,42) 

Suppose A lies on the unit circle as it does for the 
example (3.2). Then the expression (1- Antt either is 
infinite for some n [if Ci. = i logA is a rational multiple 
of 27T), or becomes arbitrarily large with increasing 
n [if cx is an irrational multiple of 27T). What we are ob
serving here is a manifestation of the classic problem 
of "small denominators" which has been known to 
celestial mechanicians in connection both with perturba
tion theory and mapping problems since the time of 
Poincare. 28,29 We see that it may also occur in the Lie 
algebraic approach in such a way as to spoil the con
vergence of the CBH series, and that this problem can 
potentially occur if any of the eigenvalues of M(O) lie 
on the unit circle. 

There is one last topic we wish to discuss. We have 
used the CBH series to obtain an invariant function h. 
In the case of sympletic transformations in two varia
bles, a single invariant function suffices to characterize 
the map, and all other invariant functions are Simple 
functions of h. However, in the case of four or more 
variables, e. g., (3.27), there may be additional in
variant functions beyond h. 

In view of (5.19), I will be an invariant function if it 
satisfies the relation 

Hf= [h,/l = O. (5.43) 

Consequently, the problem of finding further invariant 
functions is equivalent to the classical mechanics prob
lem of finding integrals of motion for a system having 
(- h) as a Hamiltonian. By analogy to classical mechan
ics, we expect to be able to find at most 2n - 1 func
tionally independent invariant functions including h 
itself. 

There is as yet no fully developed algorithm for 
finding integrals of motion for any specified Hamiltonian 
ho However, there is a germ for such an algorithm in 
Birkhoff's procedure of attempting to bring Hamiltonians 
to a normal form. 4,5 In our notation, one attempts in 
this procedure to find polynomials g3, g4, etc., such 
that the Hamiltonian h' given by 

(5.44) 

has a particularly simple form. If the form is simple 
enough, one can read off the integrals of motion direct-
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ly. This method has been applied successfully by 
Gustavson and others5,6 to the case of several variables 
provided h2 has the form 

(5.45) 

with all Ci I > O. The case with some Ci I = 0 can also be 
treated. 17 An analysis which we intend to publish later 
shows that what is essential to this whole procedure is 
a detailed treatment of the range and null spaces of the 
operator H 2• 

Now suppose thatf' is an integral of h', 

(h', f') = o. (5.46) 

We define f by the rule 

f= exp(- G3) exp(- G4 ) •• ·f'· (5.47) 

Then we find 

(h,f) = [exp(- G3) exp(- G4 )" 'h', exp(- G3) exp(- G4)" 'f'] 

= exp(- G3) exp(- G4 ) ... [h' ,t'] = 0, 

(5.48) 
which shows that f is an integral. Usually f' can be 
taken to be a second degree polynomial. However the 
series f given by (5.47) will generally contain an infinite 
number of terms and may not converge. In the latter 
case, (5.43) is only satisfied term by term, andf is 
only a formal series. We expect the case of divergent 
series to be the most common. This is because if the 
series were to converge, it would produce an analytic 
global integral for the Hamiltonian h. However, most 
Hamiltonians do not possess global analytic 
integrals. 7,29 

6. CONCLUDING SUMMARY 

In Sec. 2 it was shown that the Lie transformation 
associated with an analytic function produces an analytic 
symplectic map, and that conversely, under certain 
general conditions, an analytic symplectic map can be 
written as a product of Lie transformations, Section 3 
treated several examples of analytic symplectic maps 
that had been studied previously by other authors, The 
discussion then turned in Sec. 4 to a further develop
ment of Lie algebraic tools and culminated with the 
Campbell-Baker-Haudsdorff formula. Next, after 
some preliminary background work, it was shown in 
Sec. 5 that the CBH formula can be used to formally 
combine a product of Lie transformations into a single 
Lie transformation, and that in so doing one obtains a 
generalization of Birkhoff's theorem for the construc
tion of invariant functions. Thus, the existence of in
variant functions is intimately related to the conver
gence of the CBH formula, and vice versa, Finally, 
in the case of symplectic maps involving more than two 
variables, the construction of additional invariant func
tions was shown to be analogous to the construction of 
integrals of motion in Hamiltonian dynamics, 
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APPENDIX A 

The purpose of this appendix is to demonstrate that 
M as given by (3.37) lies on a one parameter subgroup 
connected to the identity. We begin by observing that 
M can be written as a product of two symplectic 
matrices Nand R, 

M=NR, (Al) 

where 

N~( 
1 0 a, +b b) 
0 1 b a2 +b 

0 0 1 0 

0 0 0 1 

(A2) 

(1 
0 0 

o· 1 0 
R= 0 1 

1 0 

(A3) 

Each of these matrices can be written in exponential 
form, and use of Lemma 3 reveals that they lie on one 
parameter symplectic subgroups continuously connected 
to the identity, 

(A4) 

R=exp (~ ~) , (A5) 

H ere each block is a 2 x 2 matrix, and Q denotes the 
matrix 

Q= (~b+b a,:b) (A6) 

The next step is to try to combine the two exponents 
by using the CBH formula. For this purpose we note 
that the two exponents occurring in (A4) and (A5) can be 
written in the respective forms 

logN=Q@(a1 +i( 2)/2 

logR = I @(a1 - ia2)/2. 

(A7) 

(A8) 

Here the symbols ai denote the Pauli matrices,l and 
"@" indicates that we have taken a tensor product. 30 

For example, 

Q@ (a1 +ia2)/2=Q@ (~ ~) = (~ 6) . (A9) 

It is easily verified that the tensor product operation 
obeys the multiplication rules 

and the addition rules 

(A +B)® aj=A@a,+B@ai , 

A @ (aa, + /3ak ) = CiA@ a, + /3A@ ak' 

(AIO) 

(All) 

(Al2) 

Consequently, from the CBH formula we conclude that 
logM must be given by an expression of the form 

(A13) 
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where I, g, and h are power series in the matrix Q. 
This is because I and powers of Q all commute, and the 
Pauli matrices are closed under commutation. Further
more j, g, and h must be the same series that occur in 
the expression 

exp[a (0'1 + ia2)/2] exp[(G1 - i G2)/2] 

(A14) 

where a is a parameter. 

It remains to be shown that the series I, g, and h 
converge for Q sufficiently small. Or equivalently, we 
must show thatf(a), g(a), and heal are all analytic and 
have nonzero radii of convergence in the complex vari
able a. A short calculation for the group SL(2, C) gives 
the multiplication rule 

exp(n1 • 0') exp(n.z .0') = exp(n3 • 0'), 

with n3 given by the formulas 

T3 = (Tl + T2 + iTl X T2)/(1 + Tl • Tz), 

T j = nj(tanh ..Jnj· nj / ..Jnl 'n,) 

=n.(1--3
1 n,·n.+···) 1 J 1 • 

For the case in question, Eq. (A14), we have 

nl = a (el + ie2)/2, n.z = (el - iez)/2. 

(A15) 

(A16) 

(A17) 

(A1S) 

Inserting this information into (A16) and (A17) gives 
the result 

T3 = [el (1 + a )/2 + ie2(a - 1)/2 + e3a/2]/[1 + 0'/2]. 

(A19) 

Now we need to solve for n3' Combining (A19) and (A17) 
we find 

T3' T3 = 0'(1 + 0'/4)/(1 + 0'/2)z:= (tanh ..Jn3 • nsJ2 

= n3 • n3 - %(11:1 • n3)Z + •••. 

Consequently, 

(..Jns • n3/tanh v'n3 • n3) = 1 + (0'/3) + .. '. 

Finally, from the relation 

we find 

1(0'):= (1/2) + (50'/12) +"', 

R"(O') = (- i/2) + (7iO'/12) +"', 

h(O') = (0'/2) - (a 2/12) + .... 

(A20) 

(A21) 

(A22) 

(A23) 

It is clear from (A19)-(A22) that the series for I, g, 
and h all have nonzero radii of convergence. 

APPENDIX B 

The purpose of this appendix is to prove Theorem 4. 
Writing (4.22) a bit more explicitly, we have 

exp[C(O', (J)] = exp(aA) exp(f3B). (El) 

The first result we will need is that C obeys the differ
ential equation 

ac A A 2F =C[l- exp(- C)]-lB. (B2) 
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To see how this comes about, let us differentiate both 
sides of (Bl) with respect to (J. The derivative of the 
right-hand side is easily computed, 

a 
a{J exp(O'A) exp(/3B) == exp(aA) exp(j3B) B = exp(C) B.(B3) 

Computation of the derivative of the left-hand side re
quires more work. We find through first order in 0{J 
that 

exp(C(a, (J + 0{J)] =exp (C(O', (J) + 013 a~ C(O', (3)) 

~ ( a)" =~ (l/nl) C(O',{J)+o{J i'J{3 C(O',{3) , 

(B4) 
Now expand the power series and retain zero and first 

order terms. The result through first order is 

exp[C(a, f3 + 0{J)] 

=exp(C)+0{36 LJ (l/nl)cm - c"-m-l, ~ ~ (ac) 
"=1 m.O a (J 

(B5) 

Here we have paid careful attention to the possibility 
that C and ac/a/3 may not commute. From (B5) we 
conclude 

(a) '" "-1 
a{J exp(C) = E E (B6) 

Next change the order of summation in (B6) to obtain 

(a) ~ ~ (ac) a{3 exp(C)= L! ~ [1/(Z+m+1)I]C m a Q Cl, 
m.O l-O /J (B7) 

It is a remarkable fact that the series (B7) has an inte
gral representation, 

~o to [l/(l+m+l)l] cm(~~) C
l 

= 11 dyexp[(l-r)C](~~) exp(yC). 
o 

(BS) 

This is easily verified by expanding out the two exponen
tials and integrating term by term. 

Only a few more steps are required. We write 

[1 dyexp[(l-y)C] (~~) exp(yC) 
o 

= exp(C) j1 dy exp(- yC) (~~.) exp(yC) 
o 

f 1 A (ac) == exp(C) dy exp(- yC) ai3 
o 

= exp(C) {[1- exp(- eWe} (~~). (B9) 

Here we have used (4.6). Also, the last integration over 
y was performed by expanding exp(- yC) in a power 
series, integrating term by term, and then resuming 
the result. We conclude that 

(a~) exp(C)==exp(C){[l-exp(-C)]/C} (~~). (BI0) 

We note for future use that Eqs. (B4)-(BI0) hold quite 
generally, and make no use of any special form C might 
have. 
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The differentiation of both sides has been completed. 
Comparing (B3) and (B10) and cancelling the common 
factor exp(C), we find 

{[1 - exp(- cWC} ~~ = B. (Bll) 

This expression, when solved for ac /a{3, gives the 
advertised result (B2). 

The proof of Eq. (4.22) now follows immediately. 
Make the expansion 

(B12) 

and substitute it into (B2) with the observation that 

C(a, 0) = aC 10 = aA, 

C(O, f3) = {3C o1 ={3B. 

(B13) 

(B14) 

A comparison of coefficients of like powers of Cim{f' 
gives the series (4.23). 

To prove Eq. (4.24) we write a Taylor expansion of 
C with respect to {3, 

C({3) = C(O) + (3C'(O) + ({32/2) C"(O) + •.•. (B15) 

Here we have suppressed the dependence of C on a for 
notational convenience. The quantity C(O) is already 
known from (B13), and C'(O) can be found from (B2') with 
{3 set equal to zero. The result is 

C'(O) = a..4[l - exp(- a A)]-lB. (B16) 

Insertion of (B13) and (B16) into (B15) gives the desired 
result (4.24). 

The computation of successively higher derivatives 
becomes increasingly more complicated. To find C"(O), 
we write equation (Bll) in the form 

P({3) c' ({3) = B, (B17) 

where P({3) denotes the operator 

P({3) == [1- exp(- cWC = 101 dvexp(- vt). (B1B) 

Next we differentiate both sides of (B17) with respect to 
(3 to find 

P'C' + pC" = 0, 

and hence 

C"(O) == - P-l(O) P'(O) C'(O). 

From the integral representation (B1B) we find 

P'({3) == - 101 dvexp(- vC) 101 dyexp(yvC) 

x vC'({3) exp(- yvC). 

(B19) 

(B20) 

(B21) 

Here we have also uspd (B4)-(BB) and part of (B9) to 
differentiate exp(- vC). It follows that 

-P'(O)C'(0)=fo1 101 vdvdyexp(-va...1)exp(yvaA) 

x C'(O) exp(- yv a..4) C'(O). 

We also observe that 
(B22) 

C'(O) exp(- yv a A) C'(O) 

= {C'(O), exp(- yv Ci A) C'(O)} 

= exp(- YVCi.4) {exp(yv a A) C'(O), C'(O)}. (B23) 
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In obtaining the last expression we have used a result 
analogous to (20 B). By combining (B1B), (B20), (B22), 
and (B23) we find the final result 

C"(O)=aA[l-exp(-aA)]-l J/ 101 vdvdyexp(-vaA) 

x {exp(yv a..4) C'(O), C'(O)}o 

(B24) 
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A topological classification of monopoles and vortices is formulated in terms of fibre bundles. The 
distinction between Dirac and 't Hooft monopoles is made in the light of the energy finiteness problem. 
Finite-length vortices with Dirac monopoles at the end points are also discussed. 

I. INTRODUCTION AND CONCLUSION 

Originally introduced to formulate and solve global 
topological problems, fibre bundlesl have provided us 
with an ideal language for discussing relativity, in
variance, and gauge transformations. 2 They may well 
become the standard mathematical baggage for particle 
physicists. In this paper, we apply the topology of fibre 
bundles to classify monopoles and vortices in non
Abelian gauge theories. The bundle formulation allows 
a compact, unified treatment of the 't Hooft-Polyakov 
monopoles, 3,4 the Dirac monopoles, 5,6 and the Nielsen
Olesen vortices. 7,8 

Here we summarize the results of our analysis. The 
't Hooft and Dirac monopoles are classified by "1 (li) and 
"1 (G), respectively, where G is the global symmetry 
group of the physical system and li is an isotropy sub
group of G. In spontaneously broken gauge the theories, 
't Hooft monopoles have finite ~nergy while Dirac mono
poles in general have infinite energy, possibly corre
sponding to unobservable quarks. Dirac monopoles are 
accompanied by Nielsen-Olesen vortices, the latter 
being also characterized by 711 (G). A system of n Dirac 
monopoles of the same type has finite energy if n is the 
dimension of "l(G). This implies that in theories with 
G = SU(3)/ 2'3 a three-monopole system is physically 
realizable as well as monopole-antimonopole system. 
They would be field-theoretical candidates for extended 
baryons and mesons. 9,6 

II. THE YANG-MILLS BUNDLES AND MONOPOLES 

In a geometrical approach to local gauge invariance, 
a fibre bundle can be uniquely associated with a physical 
system of fields, as we now explain. The base space 
x is the (3 + I)-dimensional space-time manifold cover
ed by a set of coordinate patches {Vi}' With each point 
x c:: Vi' we associate a set of fields {<I> 11 <1>2" .. }, which 
we will make cross-sections of the fibre bundle. All the 
realizable sets in the system make up a field manifold 
Y. The field <I> is defined with respect to a certain holo
morphic representation T[Gj of a Lie group G, the sym
metry group of the system. The Yang-Mills potential 
A" is the connection which assumes value in the Lie 
algebra of G. Let G be n-dimensional. A set of n con
tinuous mappings {X

k
} from Vi is chosen to form a base 

in the Lie algebra of G. G acts on it through the adjoint 
representation Ad[Gj. Under the base transformation 
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the fields and the connection transform as 

S: <I> (x) - <I>'(x) = T[S(x)j<l> (x), 

A" (x) - A: (x) = Ad[S(x)jA" (x) + (i/ e)a "S(X)· S-I(X), 

respectively. We also refer to (1) as a gauge 
transformation. 

(la) 

(lb) 

(lc) 

Consider two overlapping coordinate patches Vi' VI 
n V2 ;, 0. The fields are defined in each patch as <P ;C\), 
XiIC. Vi' AL~E VJ" V2, <l>1(X) and <l>2(X) are related by 
(lb) if they represent the same physical object. Simi
lar ly, the connection is related by (1 c). In this way, the 
fields as well as the connection are seamed all over the 
space-time manifold X. 

As an example of the field system with a connection, 
let us consider the Lagrangian: 

n 

L = TrF"vF"v +.0 1\7,,<I>.12+U(<I>1>'··,<I>n)' (2a) .=i 

with T(A,,) being the representation of A". The equations 
of motion are derived from (2). By the foregoing dis
cussion they are only valid in each coordinate patch Vi' 
In the overlap domain VI n V2 ;, 0, the fields are seamed 
with the coordinate transformation (1). The set of Higgs 
field solutions {<I> 11 .•• ,<pn} to the Lagrangian system 
makes up the field manifold Y. Y crucially depends on 
the potential U and the boundary conditions. Though it 
is useful to have in mind a model Lagrangian, our 
arguments in this paper are entirely independent of it. 

The system is specified by (i) the space-time mani
fold X, (ii) the field manifold Y, (iii) the topological 
group G and (iv) the gauge transformation (1). The 
representation T[G] acts on Yeffectively. G is a cover
ing group of T[Gj. In the following we identify G with 
T[ G j by requiring that G acts on Y effectively. By this 
we mean that such an element gE G is only the unit 
element as satisfies T(g)u = u for all u E. Y. According 
to the existence theorem I a fibre bundle is constructed. 
uniquely up to isomorphism. with X as the base space, 
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Y the fibre and G the structure group. The field <J> is 
nothing but a cross section of the fibre bundle. 

For simplicity we assume that G is connected. Then, 
there exist the universal covering group G* and a sub
group C of the center Z* of G* so that the isomorphism 

G*/C=G. CcZ* (3) 

fOllows .10 By definition G* is simply connected. Next, 
we define the isotropy group H (u) at a point u E: Y by 
H(u)={hE G; T(h)u=u}. By the equivalence relation that 
u-v if and only if G/H(u)=G/H(v), all the elements of 
Yare grouped into the equivalence classes {YJ Then, 
by fixing u E Y

j 
arbitrarily, the homeomorphism 

Yj=G/H(u), uEYp 
(4) 

is proved. 10 G acts on Yj transitively. 

We explain this. Since G is the symmetry group, if 
u(x) is a solution then T[S(x)]u(x) is a solution. But it is 
not true that any solution v(x) is obtainable from u(x) by 
a gauge transformation. We define an homogeneous 
space Y(u) by Y(u) = {v E: Y; l' = T(S)u, 'fI S E: G}. the fibre 
Y is the union of all such nonoverlappmg homogeneous 
spaces Y .. Y is the set of all possible solutions to the 
system, ~ith the boundary condition picking out one of 
the Y;,s. By taking an element u from Yj , the topological 
structure of Y. is determined by (4). In the spontaneous
ly symmetry b'roken theory, H(u) is the unbroken sym
metry at the point u. Especially, if the symmetry is 
completely broken, H(u) ={e} for all uE Y, and the fibre 
bundle is the principal bundle. 1 

In field theory, we consider an obj ect occupying a 
finite domain in X. Either it arises from the dynamics 
or must be introduced explicitly by hand. The extended 
, t Hooft monopole3 is an example of the former and the 
point-like Dirac monopole5 is one of the latter. The 
object interacts with the fields and we Seek to categorize 
it through this interaction. 11 

We take an element u(x,) E Y. We perform the equiva
lent transport of u(xo) along a loop l. At a point XE: l, it 
gives 

(5a) 

(5b) 

P being the ordering operator along the loop l. In (5b) 
we have assumed that the loop l exists in a single co
ordinate patch, but the modification in the general case 
is straightforward with the USe of the gauge 
transformation. 12 

The operator g/ (x, x o) draws a curve l* in G as x 
moves from Xo along the loop 1 in X. It is to be noticed 
that the curve l* is not necessarily a loop in G. Now we 
sweep the loop lover a 2-sphere S at a fixed time in X. 
The corresponding curve l* traces out a surface g(S) 
in G. Its boundary og(S) is a loop in G and traced by 
g/(xo, xo). We denote by R the subset of G which is swept 
by all possible boundaries og(S). Later we shall show 
how to determine R. In this way, with any sphere S in 
X, we can associate a member of the second relative 
homotopy group 1f2 (G, R, e). Accordingly, if two spheres 
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Sl and Sz are mapped into the same member, we can 
find a continuous gauge transformation so that the con
nections are the same at the corresponding points on 
the spheres Sl and S2' During this transformation, the 
energy of the system changes only continuously. We 
are thus led to the follOwing definition. 

Definition: Two spheres Sl and Sz are said to enclose 
the same type of monopoles if they are mapped into the 
same homotopy class of 1fz(G,R,e). 

From this definition we get the ensuing theorem. 

Theorem: Monopoles are classified by the fundament
al homotopy group 1f1(R). 

Proof: There is an exact homotopy sequence
1

: 

1fz(G)-1f2(G,R)~ 1f
1
(R). By the construction of R, the 

boundary operator 0 is a surjection. Since G is a 
compact Lie group, 1fz(G) =0. Hence, 1f2 (G,R,e)=1f 1(R) 

by the homeomorphism o. 
Thus far we have yet made no analysiS of the bound

ary conditions on the fields. Of utmost importance to 
our work is the energy finiteness condition. From the 
Lagrangian (2) it is seen that the kinetic energy con
tribution of the field if>k at infinity is negligible if and 
only if the condition 

\7"if>k=O (6) 

is obeyed asymptotically. 9 In general, the energy finite
ness condition for a field is that the connection becomes 
flat with respect to the field at infinity. 

If the connection is flat, then we obtain <J> k (xo) 

= T[g/(xO,XO)]if>k(XO) with (5b). This expression is in fact 
the integrated form of (6). Since og(S) is the trace of 
g/ (xo, xo), we have 

(7) turns out to determine R, the aggregate of all 
boundaries ilg(S). The types of monopoles are in fact 
determined by this energy finiteness condition (6). 

The condition (6) is purely a physical requirement. 

(7) 

In classical electrodynamics we treat a charged test 
particle moving in the electromagnetic field. If the field 
represents such a test particle, there is no reason to 
put (6) for the field. Yet, the energy of the system is 
finite since the field represents a single particle. On 
the contrary, if we treat a spontaneously broken gauge 
theory, the vacuum is a medium. for instance, the 
condensed phase of the Higgs fields. The system has 
finite energy if and only if (6) holds asymptotically for 
all fieldS that participate in making the vacuum. De
pending on the physical requirements, we have to im
pos e the appropriate energy finiteness condition. 

At present, we are most interested in finding extended 
obj ects in spontaneously broken gauge theories. Thus, 
we require (6) for all the fields eventually. However, 
there are two different categories. (A) It is satisfied 
for a single monopole, or (B) it is not satisfied by a 
single monopole. In the case (A), any monopole system 
has finite energy and is realizable. In the case (B), 
only certain sets of monopoles are realizable. To the 
categories (A) and (B) correspond the' t Hooft mono-
ple and the Dirac monopole, respectively. 
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A. The 't Hooft monopoles 

We require all fields <I>k to satisfy the condition (6) 
asymptotically. Because the asymptotic behaviors of 
{<I>k} determine the solution uniquely, the fibre over x 
at infinity is enough to characterize the object. In the 
Lagrangian theory, the set {<I>k} which gives the absolute 
minimum of the potential constitutes the classical vac
uum. The set of all classical vacua Y is the fibre. Y is 
decomposed into the union of the homogeneous spaces 
{YJ. 

Since (7) holds all the fields we deduce ag(S)E li(u) , 
H(u) being the isotropy group at UE Vi' This is neces
sary and sufficient for finite energy of the system. 
Hence, we have 

Corollary A: 't Hooft monopoles are classified by 
1f1 (li(u» for each homogeneous space Y i where u E Yi • 

The isotropy group lieu) is the unbroken symmetry at 
a point u. 1f1 (li(u» does not depend on u but only on the 
homogeneous space Y

i 
that contains u. If the system 

is subj ect to no additional boundary conditions, it allows 
all types of monopoles given by 1T1 (H) for all homo
geneous spaces Y i of Y. 

Here we recall the classification of 't Hooft mono
pole proposed in Ref. 4. The equivalent transport maps 
a sphere S into a sphere g(S)u(xo) in Y(u) because of 
(7). Therefore, the solutions are also classified by 
1T2 (Y(U»). Due to (3) and (4) we get 1T2 (Y) = 1T1 (H i ) , and 
the two classifications are equivalent. However, this 
result is only applicable to 't Hooft monopoles. A few 
illustrations are in order. 

A trivial example is the case where the symmetry is 
completely broken. The bundle is the principal bundle. 
There are no 't Hooft monopoles. Physically, this is 
also clear since there is no long range gauge field 
remaining. 

The next simplest example is the case where the sym
metry is completely broken except for a U(l) subgroup 
Hem which we identify with "electromagnetism."3 The 
monopoles are classified by 1T 1 (Hem)=Zoo, the additive 
group of integers. The topological spectrum is the 
same as the well-known Abelian U(l) monopoles. In 
gauge theories with G = SU(N)/ Z N we introduce a suf
ficient number of fields in the adjoint representation 
until the only unbroken symmetry is given by the 
generator 

Aem = (1/ N)diag(l, 1, ... ,1 - N) (8) 

regarded as an element of the universal covering group 
G* = SU(N). As the loop 1 = as covers the sphere S, 
g/ <':0' xo) moves in G as exp[ - ie<I> (S)Aem], with the flux 
<I>(S)Aem=PaSdx"A". ageS) traces a loop if and only if 
exp[-ie<I>(S)Aern]=1. By regarding g/(xo,xo) as an ele
ment of G* = SU (N), this is equivalent to requiring 
exp[-ie<I>(S)Aern]ccZN' with Aern explicitly given by (8). 
Using the relation exp(i21TmAem) = exp(i21Tm/ N), we get 
<I>(S) = (21T/e)m. The monopole is quantized in Dirac 
units. In general, the space-time manifold cannot be 
covered by a single coordinate patch. But, this is 
possible for the' t Hooft monopole bearing m-Dirac flux 
units if m = 0 (mod N), since g/ (xo, xo) traceS out a loop 
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not only in G=SU(N)/ZN but also in G* =SU(N). The 
monopole solution found by 't Hoofe is just such an ex
ample for G =SU(2)/Z2 =0(3). Finally, we notice that 
by a gauge transfromation we can make A" =A~mAem 
locally at infinity. In this gauge g/ (x, xo) is entirely in 
H.m' Even if m = 0 (mod N), we need more than one 
coordinate patch. The system looks as if there are only 
the electromagnetic field and the magnetic monopoles. 
This is the Abelian gauge obtained by a Singular gauge 
transformation in Ref. 13 for the' t Hooft model. 

B. The Dirac monopoles 

The Dirac monopole is by definition any monopole that 
is not' t Hooft's. This is too general to get any result. 
Practically the most important case is the one where 
no fields are subject to the condition (6). We call the 
corresponding monopole a Dirac monopole in the narrow 
sense. We consider this case only. There are no con
straints on ageS) and we get R = G. Hence we conclude 

Corollary B: Dirac monopoles in the narrow sense are 
classified by 1T1 (G)=Co 

Here we have used (3) which relates G to the universal 
covering group. In electrodynamiCS G=U(I) and 1T 1 (G) 
=Zoo; there exists an infinite variety of Abelian mono
poles. In the G=SU(N) case, 1T 1 (G) =0 and there are 
no monopoles. This corresponds to introducing the 
fields, say, in the fundamental representation. In the 
G=SU(N)/ZN case, 1T1 (G)=ZN and the monopole strength 
is defined only by modulo N. 

In the presence of Dirac monopoles, we always need 
more than one coordinate patch. This is in practice 
very inconvenient since we have to solve the equations 
in each coordinate patch and seam the solution across 
the patches. However, as is known, 5 there is an equi
valent description where the connection is allowed to 
be singular along the Dirac strings. For instance, in 
the SU(N)/ Z N theory, we make the substitution6 

(9) 

with (8). G: v represents the string singularities origi
nating from the monopoles. 5 Then a single coordinate 
patch A" is sufficient for any Dirac monopole system 
with this singular gauge choice. In (9) we have intro
duced the strings in the Aem direction because Z N is a 
subgroup generated by Aem . 

In this description the phase factor (5b) picks up the 
factor P exp(-iePdx"A,,), the loop being infiniteSimal 
around the singular point, as the loop 1 passes across 
the point. This factor belongs to C, regarding as an 
element in the covering group G*. Because G* is simply 
connected, the types of the strings are given by the 
discrete elements of C in accordance with the corollary 
B 0 In the SU(N)/ Z N case, there is a gauge in which 
pAl' (x)dx" = (21T/ e)mAem • The monopoles are quantized in 
Dirac units. 

We have seen that we can apply the same topological 
analysis to 't Hooft and Dirac monopoles. But this does 
not mean that these monopoles are of similar natures. 
't Hooft monopoles are dynamically created in a spon
taneously broken vacuum, and hence the masses and 
other parameters are to be calculated. On the other 
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hand, Dirac monopoles are introduced by hand: The 
masses, spins and other internal degrees of freedom 
are free parameters we can assign arbitrarily. 

III. THE YANG-MILLS BUNDLES AND VORTICES 

The system of a single Dirac monopole has infinite 
energy in a spontaneously broken vacuum since the en
ergy finiteness condition (6) is not satisfied asymptoti
cally. Without violating the analysis of Sec. II B, we 
can require (6) outside of a tube starting at the mono
pole and ending at infinity. The obj ect that is confined 
in the tube is a Dirac monopole accompanied by the 
vortex. It is easy to see that, far enough away from the 
point monopole, its accompanying vortex is indistin
guishable from the Nielsen-Olesen vortex. 7 This point 
has been discussed in ample detail in a recent work. 8 

Here we define the Nielsen-Olesen vortices in our 
terminology. We take the same fibre bundle, the fibre 
Y being the aggregate of all classical vacua. Any loop 
I around the tube is mapped into a path gl(xo,xo) in G by 
the equivalent transport (5). Since the connection is flat 
outside the tube, we get T[gl(xo,xo)]u=u. The path gl 
connects the unit element e and an element of the isot
ropy subgroup H(u). Just as in the definition for topo
logically distinct monopoles, we are led to the following 
classification. 

Definition: Two loops 11 and 12 are said to enclose the 
same type of vortices if they are mapped into the same 
homotopy class of lT1 (G, lip e). 

From this we deduce: 

Theorem: Vortices are formed and classified by lT 1 (G) 
if and only if Hi is embedded in a simply connected 
domain of G. 

.* 
Proof: There is an exact sequence1

: lTl(H;l~lT1(G) 
~lTl(G,lii)~lTo(Hi)=O. Here lT1(G)=lT1 (G,H i ) if and only 
if j* sends lT1(H i ) to the neutral element of lT1(G). 

The classification is the same as that of the Dirac 
monopoles. Nielsen-Olesen vortices are such objects 
that terminate at Dirac monopoles. 8 The isotropy group 
H(Il) is the unbroken symmetry at a point U E Y. A suf
ficient condition for the vortex formation is to break the 
symmetry completely, i.e., H(u)={e}. In the U(l) 
theory,7 one Higgs field is enough for this purpose. In 
the SU(2)/22 theory, 7 two Higgs fields are introduced 
in the regular representation. In the SU(3)/23 theory, 
we take two Higgs fields u={<p1><P 2} in the (;\4-A5) or 
(;1. 6 - A7) plane. They are arbitrarily fixed to minimize 
the potential; hence liE Y. The homogeneous space 
Y(ll) is homeomorphic to SU(3)/Z3 and H(ll)={e}. Vor
tices, characterized by lT1(SU(3)/Z3)=Z3' will be gen
erated along the A8 axis. 
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A single Dirac monopole cannot exist in the sponta
neously broken vacuum because the energy is infinite. 
By the modulo property of their strength, a system of 
Dirac monopoles has finite energy if their net strength 
is zero. This implies that in the SU(N)/ Z,v theory we can 
confine N monopoles of the same type in a finite domain 
outside of which (6) holds. These monopoles are tied 
together by finite-length vortices. Especially in the 
Su(3)/23 case, this gives a baryonic vortex string as 
well as a mesonic one. This remarkable feature was 
pointed out by Mandelstam, 9 and recently analysed in 
details in Refs 0 6 and 8. However, this system of Dirac 
monopoles confined in a domain has no monopole as a 
whole system. It would decay into pure vacuum unless 
the monopole has additional degrees of freedom, like 
quark quantum numbers. But this problem will be the 
subj ect of another paper. 

ACKNOWLEDGMENTS 

We wish to warmly thank Holger Nielsen, Jeffrey 
Goldstone, and Marvin Weinstein for helpful suggestions 
at the early phase of this work. 

*Work supported in part by the Energy Research and Develop
ment Administration. 

tLaboratoire associe au Centre National de 1a Recherche 
Scientifique. 

IT here are many books on fibre bundles. See, e. g., N. 
Steenrod, The Topology of Fibre Bundles (Princeton U. P., 
Princeton, N.J., 1951); S. T. Hu, Homotopy Theory (Aca
demic, New York, 1959). For connection, see, e. g: S. 
Kobayashi and K. Nomizu, Foundations of Differential Geom
etry, Vol. 1 (Interscience, New York, 1963). 

2A. Trautman, Rep. Math. Phys. I, 27 (1970); L. N. Chang, 
K. 1. Macrae and F. Mansouri, Phys. Rev. D 13, 235 (1976). 

3G. 't Hofft, Nucl. Phys. B 79, 276 (1974); A. M. Polyakov, 
Zh. Eksp. Teor. Fiz. Pis. Red. 20, 430 (1974) [JETP Lett. 
20, 194 (1974)J. 

4yU. S. Tyupkin, V.A. Fateev, and A. S. Shvarts, Zh. Eksp. 
Teor. Fiz. Pis. Red. 21, 91 (1975) [JETP Lett. 21, 42 
(1975)]; M.L Monastyrsky and A. M. Perelomov, ibid. 21, 
194 (1975) libido 21, 43 (1975)]. 

5P. A.M. Dirac, Phys. Rev. 74, 817 (1948); Proc. R. Soc. 
(Lond.) A 133, 60 (1931). 
~Z.F. EzawaandH.C. Tze, Nucl. Phys. B100, 1(1975). 
H.B. NielsenandP. Olesen, Nucl. Phys. B61, 45(1973). 

sH. C. Tze and Z. F. Ezawa, "Global Signatures of Gauge In
variance: Vortices and Monopoles," SLAC PUB-1735, April 
1976 to appear in Phys. Rev. D. For the Abelian case, see 
Z. F. Ezawa and H. C. Tze, Nucl. Phys. B 98, 264 (1975). 

9S. Mandelstam, Phys. Lett. B 53, 476 (1975). 
lOL. Pontrjagin, Topological Group (Princeton U. P., 

Princeton, N.J., 1939). 
11E. Lubkin, Ann. Phys. (N.Y.) 23,233 (1963). 
12T. T. Wu and C. N. Yang, Phys. Rev. D 12, 3845 (1975) and 

Stony Brook Preprint ITP-SB 76-5. 
13J. A rafune, P. G. O. Freund, and C. J. Goebel, J. Math. 

Phys. 16, 433 (1975). 

Z.F. Ezawa and H.C. Tze 2231 



                                                                                                                                    

On the stationary axisymmetric Einstein-Maxwell field 
equations 

Roberto Catenacci* and Joaquin Diaz Alonsot 

Groupe d'Astrophysique Relativiste, Observatoire de Meudon. 92 Meudon. France 
(Received 15 March 1976; revised manuscript received 27 May 1976) 

We show the existence of a formal identity between Einstein's and Ernst's stationary axisymmetric 
gravitational field equations and the Einstein-Maxwell and the Ernst equations for the electrostatic and 
magnetostatic axisymmetric cases. Our equations are invariant under very simple internal symmetry groups, 
and one of them appears to be new. We also obtain a method for associating two stationary axisymmetric 
vacuum solutions with every electrostatic known. 

1. INTRODUCTION 

Although it has been recently proved l that the Kerr 
metric represents the most general topologically spherical 
stationary axistymmetric black hole solution of the vacuum 
Einstein equations and the various no hair theorems2 

provide a fairly convincing proof that the Kerr-Newmann 
metric is the most general "physically well behaved" black 
hole solution of the coupled Einstein-Maxwell stationary 
axisymmetric equations, it is worthwhile to investigate the 
problem of finding exact solutions of Einstein-Maxwell 
equations, having in mind to obtain solutions which may 
be applied to more complicated situations. Moreover, we 
think that this problem has an intrinsic theorical interest 
due to the nonlinear nature of the equations involved and 
the relative scarcety of exact solutions. 

In this paper we present a formalism which can be used 
for generating families of exact solutions of stationary 
axisymmetric vacuum Einstein field equations and of the 
static axistymmetric Einstein-Maxwell equations. 

Our method generalizes a previous work,3 and it is 
essentially the working out of the consequences of an 
interesting formal analogy between the Einstein-Maxwell 
and the Ernst equations. 4 In Sec. 2 we give a short review 
of the Ernst approach, and we present the general equa
tions in a form of vanishing divergences. In Sec. 3 we 
consider some particular cases and we show explicitly the 
above mentioned formal analogy. By introducing maps 
between the sets of solutions, we show how this analogy 
can be used for generating solutions. 

In the last section we study the internal symmetry groups 
of the equations, and we find a geometrical origin for the 
Kinnersley groups5 (in the static case). We present also a 
new internal symmetry groups of Einstein-Maxwell static 
axisymmetric equations with can be used (eventually 
combined with the other knowns groups and the transfor
mations presented in Sec. 3) for generating families of 
solutions. 

2. THE ERNST METHOD AND THE GENERAL 
EQUATIONS 

The most general invertible stationary axisymmetric 

electrovacuum line element can be written (see, e.g., the 
review by Carter6) in the Papapetrou system of coordinates 
as: 

ds2 = f- l { e2r(dp2 + dz2) + p2d(jJ2} - f(dt + Wd¢)2, 

(2.1) 

where /; w, and r are functions of p and z only. The metric 
function r is not independent and can be obtained from 
f and w. 7 

The independent Einstein-Maxwell equations can be 
written as 

(2.2) 

where A4 and A3 are the usual f and rp component of the 
electromagnetic potential, and these are functions of p and 
z only. The differential operators are defined with respect 
to the fiat three-dimensional metric: 

The form (2.2) of the equations can be obtained from the 
form presented by Ernst4 by some algebraic manipula
tions where we have utilized the relation 
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V'Z(logp) = 0, 

which holds in the pure vacuum and pure electromagnetic 
case. Ernst4 introduces two auxiliary potentials A~ and 
q;Ernst' related to A3 and w by 

p-If(V' A3 - wV' A4) = fi x A~, 

t~V'w _ 2A4fi x VA~ + 2A~fi x pVA4 
p2 P 

fi x V q;Ernst 
p 

(where fi is a unit vector in the azimuthal direction), and 
he defines two complex potentials rff and </;: 

</; = A4 + iA~, 

ef = f - cj;</;* + iq;Ernst· 

In terms of the potentials rff and cf;, the Einstein-Maxwell 
equations can be written as 

{Reef + 1</;12}V'2ef = V'O".(V'O" + 2cf;*V'</;), 
(2.3) 

{Reef + 1cj;12}V2cj; = V</;·(Vef + 2</;*V</;). 

By introducing a potential q;, related to the Ernst one by 

q;Ernst = q; + 2A4 A~ 

after some algebraic manipulations, one can recast the 
system (2.3) in the form 

v.(V:; - J:CVq; + 4A4VA;») = 0, 

V' . (V': 4 + 1: (Vq; + 4A4 V' A;») = 0, 

V'.(Yz(V'q; + 4A4V'A~») = 0, 

V {J! + (q; +_}1_4A;) (V'q; + 4AS A;) 

VeAl + A}») _ ° - f -, 

(2.4) 

which is analog to the (2.2) form of Einstein-Maxwell 
equations. This formal "analogy" can be converted into 
a formal "identity" in several restricted cases as we shall 
show in the following section. 

3. PARTICULAR CASES 

From the Einstein-Maxwell (2.2) and the Ernst (2.4) 
general equations, we can obtain various restricted (but 
important) cases. 

First of all, the pure vacuum stationary case: we take 
A4 = 0, A3 = ° in the Eqs. (2.2) and A4 = 0, A; = ° in 
the Eqs. (2.4); we obtain respectively3 

(system El) (3.1) 
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and 

V' '(}2 V' (f2 + q;2») = 0, 

V' '(}2 V'q;) = ° 
(system E2). (3.2) 

The purely electrostatic case is obtained by taking w = 0, 
A3 = ° and q; = 0, A~ = 0 respectively in Eqs. (2. 2) and 
(2. 4). Both systems reduce to 

V'.(} V U-An) = 0, 

(system E3). (3.3) 

In Eqs. (3.3) one can easily introduce [due to the fact that 
V'. {I-I V A4} = 0] an auxiliary electrostatic potential A'4 
by 

V' A4 =fp-Ift x V' A~. 

Equations (3.3) become then 

V' .({z v(j~ + A'~)) = 0, 

V"(~VA~)=O 
(system E4). (3.4) 

We can consider also the magnetostatic case: q; = 0, 
A4 = ° in (2.4) and w = 0, A4 = ° in (2.2). The general 
equations reduce, respectively, to 

and 

V' . (} V'U - A'D) = 0, 

V'. (} V' A;) = ° 

V-[{z V'(~ + A~)J = 0, 

V· ({z V' A3) = ° 

(system E5) (3.5) 

(system E6). (3.6) 

We are left then with six systems of equations formally 
identical; in fact, all of them can be put in the standard 
form: 

lff'j( + lff'X'C'72r<+ _ 'C'7r<+ • 'C'7.!'+ 2 v (:) K - v (:) K v <0 K' 

(3.7) 
lff'x + lff'j{ 'C'72 fi'- _ 'C'7 fi'- • 'C'7.!'-2 v (:) K - v (;} K v <0 K' 

where K = 1,2,3,4,5,6 and (with an obvious meaning of 
the index) 

rffr = plf ± w, lff'~ = f ± iq;, 

O"f = f1l2 ± A4, O";t: = P 1f1/2 ± iA~, 
O"~ = f1l2 ± A;, lff't = p 1f1/2 ± iA3• 

This formal identity can be used for generating automati
cally solutions of the various systems when we know a 
solution of one of them. 
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More precisely one can define the following maps be
tween the sets {EK} K=J. 2. 3. 4. 5. 6 of the solutions of the 
systems EK: 

{El} .- AZ,I {~2} 
82,1 

I I 
Bl,3 I 84,2 

{E'3} ,_ A.,] {fA} 
B,,3 t 

B3,5 I 86,4 

where the maps B',i are defined by 

6/ --~ .C=; = Co:, i, j = I, 2, 3, 4, 5, 6. 

The metric functions (or the electromagnetic potentials) 
associated with the solutions generated by some of the 
B,.i are in general complex, but, in several cases, it is 
possible to arrange for them to be real by parameter 
adjustments, The A"I,l, i = I, 3, 5 are defined by 

(f, rp) - -~"'-. <1, 6), 
fee! 

,hir',o! 'nxv,/, 

(modulo a trivial indeterminacy, one can define the con
verse applications). 

The most important relations satisfied by these maps are 

(B,. d- I = BK •i l 
Bi , KcBK./ = Bi )' 

i, K, I = I, 2, 3, 4, 5, 6, 
(3.8a) 

(3.8b) 

(3.Sc) 

(3.8d) 

The relation (3,8c) rules out the possibility of generating 
infinite chains of solutions by repeated applications of the 
transformations Ai-d.iJBi~ \. 

The maps B5.3 and B6,4 correspond to the well-known 
invariance of the energy-momentum tensor of an elec
tromagnetic field (in vacuum) under the changement of 
the electric into the magnetic field and vice versa. 

The map 8 3.2 was utilized by Esposito and Witten8 for 
generating infinite chains of solutions; its existence; has 
been also pointed out by Misra et al. 9 in a different 
context. 

4. INTERNAL SYMMETRY GROUPS 

An important consequence of the fact that we have all 
the equations in the standard form (3.7) is that one can 
easily find an internal symmetry group. 

As is well known, the Einstein vacuum stationary 
axisymmetric equations are invariant under the group of 
linear transformations in the two-space generated by the 
two killing vectors a/at and a/or;;. If we compute the laws 
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of transformation of the potentials ctr= under an action of 
this group, we can find automatically an internal sym
metry groups of the others systems of equations. We 
have 

(4.1) 

K = 1,3,5, ad+bc> 0, a, d, b, creal, 

and 

{;,,'- f#K., (a.b.c.d) _g± _ acS'X--'-l ± ib 
K+l----- - K+I - ± iC6K + d' (4.2) 

K = I, 3, 5, ad - be > 0, a, d, b, creal. 

JiX(gR-H) belongs to {EK} ({EK + 1}) whenever 
8KCEK.,.I) belongs to {EK} ({EK + I}). By using the pro
cedure presented in a paper by Kloster et al.,ID one can 
see that the invariance groups obtained are the most 
general for which 

aJi-'- ag--:-
--' = ..l..- = 0 

06i 08; . 

From the explicit form of the transformation laws of the 
functions 

! _ 81<-rl + ctX+ 1 
SJK+I ----2--' 

K = 1,3,5. 

One can verify that (formally) it is possible to take a, b, c, 
d complex. One has the interesting relations 

and 

gia, b, c, d) = Bl,k' gl (a, b, c, d)· Bk, I, 

Ik - 11 = 0, 2, 4, 

gia, b, c, d) = Bl.k·gl(a, ib, ie, d)·Bu, 

Ik - I I = 1, 3, 5 

(4.3) 

(4.4) 

The group gz is the well-known Geroch-Kinnersley 
group.10•11 One can easily see that the groups g3 and go 
are respectively the pure electrostatic and the pure mag
netostatic part of the Kinnersley group.5 

The groups g4 and g6 appear to be new. As an example, 
if we apply a transformation belonging to the g4 group to 
the Minkowski space-time, we obtain a space-time with 

(1)=0 

and an electric field F = - 2a(dz 1\ dt), where a is a 
real constant. 

The application of the groups g4 and g6 gives directly 
some of the metrics recently presented by ErnsL12.13 

This is due to the fact that in the relation (4.4), the 
transformation B36 can be formally interpreted as an 
imaginary transformation of the type 
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dt' = ± i·d¢, 

d¢' = ± i·dt. 

The transformation B45 also is of the same nature. We 
want to also point out that by combining the groups gj 
with the transformations Bi,k and A i +1.i one can generate 
infinite chains of solutions (see, e.g., Ref. 8). 
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